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**ВСТУП**

Завдання для виконання лабораторних робіт передбачають розробку мінікомпілятора для компіляції операторів реляційної алгебри в програму (послідовність операторів) мовою SQL, що є стандартом для СКБД, які підтримують реляційну модель даних.

На рис. 1 показано загальну схему роботу компілятора.

***Компілятор***

***Початкова програма***

***Повідомлення про помилки***

***Цільова програма***

***Бібліотека програм***

Рис. 1. Узагальнена схема компілятора

Компіляція складається з двох частин: аналізу і синтезу. *Аналіз* – це розгалуження початкової програми на складові частини та створення її проміжного представлення. *Синтез* – це конструювання потрібної цільової програми з проміжного представлення.

Концептуально компілятор працює пофазно, причому в процесі кожної фази здійснюється перетворення початкової програми з одного представлення в інше. Типове розгалуження компілятора на фази показано на рис. 2. На практиці деякі фази можуть бути згруповані разом, і проміжні представлення програми всередині таких груп можуть явно не будуватися.

Початкова програма

Лексичний аналізатор

Синтаксичний аналізатор

Цільова програма

Обробник помилок

Диспетчер таблиці символів

Генератор коду

Семантичний аналізатор

Генератор проміжного коду

Оптимізатор коду

Рис. 2. Фази компіляції

Як відомо, мова реляційної алгебри (РА), разом з мовою реляційного числення, є теоретичним базисом мови SQL. Остання вивчалася в курсі «Організація баз даних» (ОБД), включаючі лекційні заняття, виконання лабораторних робіт і для спеціальностей курсової роботи. В той же час на опис реляційної адгебри навчальною програмою курсу ОБД передбачепо лише одну лекцію, тому у першому розділі розглянуто можливий варіант мови реляційної адгебри.

Оскільки в даному лабораторному практикумі передбачається розробка досить простого компілятора у порівнянні с компіляторами мов програмування, то фази синтезу будуть об’єднані в одну – генерація коду.

Узагальнена схема послідовності фаз роботи компілятора, що має бути розроблений, представлено на рис. 3

**Створений компілятор**

Компілятор/інтерпретатор мови SQL

Результати роботи операторів РА

Таблиці або файли, що імітують БД

*Программа мовою реляційної алгебри*

Рис. 3. Система оброблення операторів мови реляційної алгебри

Програма (оператори) мовою SQL

**1. ВЕРБАЛЬНИЙ ОПИС МОВИ REAL**

**1.1 Оператори ведення бази даних**

Оператори ведення бази даних мови REAL майже аналогічні відповідним операторам мови SQL. Окремі відмінності будуть наведені при формальному описі цих операторів. Нижче перелічено ці оператори.

CREATE TABLE – створити таблицю (визначити структуру таблиці).

INSERT – вставити (додати) дані (рядок або рядки як бепосереднє у форматі команди, так й із іншої таблиці/запиту).

UPDATE - оновити дані (поля) в таблиці.

DELETE – видалити рядки із таблиці.

ALTER TABLE - змінити структуру таблиці (додати поле – ADD, видалити – DROP).

DROP TABLE - видалити таблицю(і).

Як видно з переліку, до нього поки не включено оператори CREATE INDEX та DROP INDEX.

**1.2 Оператори маніпулювання даними (таблицями)**

**1.2.1 Оператори реляційної алгебри Кодда**

**UNION (Об'єднання)**

Нехай L - певна множина атрибутів. Об'єднанням сумісних реляційних відно­шень R1 і R2 зі схемами R1(L) і R2(L) (позначається як R1UR2) називається таке реляційне відношення R зі схемою R(L), що містить кортежі обох поєднуваних відношень, але без повторень:

R(L) = R1(L)UR2(L) = {r| r є R1 or r є R2}.

Наведемо ще й інші визначення операції об’єднання.

Операція об’єднання двох реляційних сумісних відношень R1 і R2 повертає відношення R з тим же заголовком, а тіло складається з усих кортежів, що є в обох поєднуваних відношень без повторень.

Операція об’єднання двох реляційних сумісних відношень R1 і R2 повертає відношення R з тим же заголовком і тілом, що містить усі кортежі, які належать або одному з двох визначених відношень, або обом.

**INTERSECT (Переріз)**

Припустимо, що L - певна множина атрибутів. Перерізом сумісних реляційних відношень R1 і R2 зі схемами R1(L) і R2(L) (позначається як R1∩R2) називається таке реляційне відношення R зі схемою R(L), яке містить кортежі, що входять до складу обох операндів:

R(L) = R1(L) ∩ R2(L) = {r| r є R1 & r є R2}.

Таким чином, переріз повертає відношення, що містить всі кортежі, які належать одночасно двом визначеним відношенням.

Наведемо ще й інші визначення операції перерізу.

Операція перерізу двох реляційних сумісних відношень R1 і R2 повертає відношення R з тим же заголовком, а тіло складається з усіх співпадаючих кортежів, що є в обох поєднуваних відношень без повторень.

Операція перерізу двох реляційних сумісних відношень R1 і R2 повертає відношення R з тим же заголовком і тілом, що містить усі співпадаючі кортежі, які належать обом визначеним відношенням.

**MINUS (Різниця+)**

Операція різниця повертає відношення, що містить всі кортежі, які належать першому з двох визначених відношень і не належать другому.

Більш точно: операція різниця двох відношень з однаковими заголовками (схемами) повертає відношення з тим самим заголовком (схемою), що містить всі кортежі, які належать першому з двох визначених відношень і не належать другому.

**TIMES (Добуток)**

Операція добуток повертає відношення, що містить усі можливі кортежі, які є поєднанням двох кортежів, що належать відповідно двом визначеним відношенням;

У математиці декартовий добуток (або скорочено добуток) двох множин є множиною всіх таких впорядкованих пар елементів, що перший елемент в кожній парі береться з першої множини, а другий елемент в кожній парі береться з другої множини. Отже, декартовий добуток двох відношень повинний бути множиною впорядкованих пар кортежів. Але знов-таки необхідно зберегти властивість замкненості; інакше кажучи, результат повинен містити кортежі, а не впорядковані пари кортежів. Тому версія декартового добутку в реляційній алгебрі являє собою розширену форму операції, в якій кожна впорядкована пара кортежів замінюється одним кортежем, утвореним з двох сполучених кортежів цієї пари. "Сполученя" тут означає об'єднання (в значенні теорії множин, а не реляційної алгебри), тобто кортежі

**WHERE (Вибірка)**

Вибірка повертає відношення, що містить всі кортежі з певного відношення, які задовольняють певним умовам. Операція вибірки також називається операцією обмеження[[1]](#footnote-1)1 (restrict), тому далі буде також вживатися термін обмеження, якщо мається на увазі алгебраїчна операція. Вибірка – це скорочена назва θ-вибірки, де θ означає будь-який скалярний оператор порівняння (=, ≠,>, ≥ і т.д.).

θ-вибіркою з відношення А по атрибутах Х і Y (в цьому порядку)

А WHERE Х θ Y

називається відношення, що має той же заголовок, що і відношення А, і тіло, що містить множину всіх кортежів <a1,a2,…,an> відношення А, для яких перевірка умови "Х θ Y" дає значення істина. Атрибути Х і Y повинні бути визначені на одному і тому ж домені, а оператор повинен мати значення для цього домену.

**[…] (Проекція)**

Проекцією відношення А(P,R,S,…,X,Y,Z) по атрибутах X,Y,...,Z, де кожний з атрибутів належить відношенню А, називається відношення із заголовком {X,Y,...,Z} і тілом, що містить множину всіх кортежів {Х:х,Y:у,...,Z:z}, таких, для яких у відношенні А значення атрибута Х дорівнює х, атрибута Y дорівнює y, ..., атрибута Z рівно z, при цьому дублювання кортежів виключається. Таким чином, за допомогою операції проекції отримуємо "вертикальну" підмножину даного відношення, тобто підмножину, що отримується виключенням всіх атрибутів, не вказаних в списку атрибутів, і подальшим виключенням дублюючих кортежів (підкортежів) з того, що залишилося. Будемо представляти наведену вище проекцію множини А таким чином: А[X,Y,…,Z].

Іншими словами можна сказати, що проекція повертає відношення, що містить всі кортежі (звані як підкортежі) певного відношення після виключення з нього атрибутів, що не увійшли до складу проекції. При цьому, ніякий атрибут не може бути вказаний в списку атрибутів більше за один раз.

**JOIN (Сполучення)**

Сполучення повертає відношення, кортежі якого - це поєднання двох кортежів (які належать відповідно двом визначеним відношенням), що мають спільне значення для одного або декількох спільних атрибутів цих двох відношень (і такі спільні значення в результуючому кортежі з'являються тільки один раз, а не двічі)

Природне сполучення. Операція сполучення має декілька різновидів. Однак найбільш важливим, безсумнівно, є природне сполучення, причому настільки, що для позначення виключно природного сполучення майже постійно використовується загальний термін "сполучення". Ми будемо дотримуватися цього, застосовуючи в нашому синтаксисі для позначення природного сполучення ключове слово JOIN (сполучення або з’єднання). Далі наводиться визначення.

Нехай відношення А і В мають заголовки {X1, Х2, ..., Хm, Y1, Y2, ..., Yn} і {Y1, Y2, ..., Yn, Z1, Z2, ..., Zp} відповідно; тобто атрибути Y1, Y2, ..., Yn (і тільки вони) - спільні для двох відношень; X1, Х2, ..., Хm – решта атрибутів відношення А; Z1, Z2, ..., Zp - решта атрибутів відношення В. Припустимо також, що відповідні атрибути (тобто атрибути з однаковими іменами) визначені на одному і тому ж домені. Давайте тепер розглядати вирази {X1, Х2, ..., Хm}, {Y1, Y2, ..., Yn} і { Z1, Z2, ..., Zp} як три складових атрибути X, Y і Z відповідно. Тоді природним сполученням відношень А і В (A JOIN В) називається відношення із заголовком {X,Y,Z} і тілом, що містить множину всіх кортежів {Х:х, Y:у, Z:z}, таких, для яких у відношенні А значення атрибута Х дорівнює x, а атрибута Y дорівнює y, і у відношенні В значення атрибута Y дорівнює y, а атрибута Z дорівнює z.

Таким чином, для оператора крім таблиць треба ще задати атрибути, по яких має бути виконане сполучення. Коли в обох таблицях ці атрибути мають однакові назви, то в кінці записується «**on** <назва атрибута>». Я якщо назви атрибутів різні, записується як в мові SQL.

До мови REAL включено корисні оператори **LEFT JOIN, RIGHT JOIN** і **INNER JOIN.** Семантика останнього оператора співпадає з семантикою оператора **JOIN.**

**DIVIDE BY (Ділення)**

Ділення для двох відносин, бінарного і унарного, повертає відношення, що містить всі значення одного атрибута бінарного відношення, які відповідають (в іншому атрибуті) всім значенням в унарному відношенні.

Нехай відношення А і В мають заголовки

{X1, Х2, ..., Хm, Y1, Y2, ..., Yn} і {Y1, Y2, ..., Yn}

відповідно, тобто атрибути Y1, Y2, ..., Yn - спільні для двох відношень, і відношення А має додаткові атрибути X1, Х2, ..., Хm, а відношення В не має додаткових атрибутів (відношення А і В являють собою відповідно ділиме і дільник). Припустимо також, що відповідні атрибути (тобто атрибути з однаковими іменами) визначені на одному і тому ж домені. Нехай тепер вирази {X1, Х2, ..., Хm} і {Y1, Y2, ..., Yn} означають два складених атрибути Х і Y відповідно. Тоді діленням відношень А на В (A DIVIDE BY B) називається відношення із заголовком {X} і тілом, що містить множину всіх кортежів {Х:х}, таких що існує кортеж {Х:х, Y:у}, який належить відношенню А для всіх кортежів {Y:у}, що належать відношенню В. Не строго це можна сформулювати так: результат містить такі Х-значення з відношення А, для яких відповідні Y-значення (з А) включають всі Y-значення з відношення В.

**SEMIJOIN** – напівсполучення. Синтаксис операції мовою БНФ:

<напівсполучення>::= <реляційний вираз> SEMIJOIN < реляційний вираз >

Хай як і раніше, маємо відношення А(Х) і В(Y). Тоді:

A semijoin B = (A join B)[X]

Тобто, напівсполученням відношення А з відношенням В є результат операції сполучення А і В, для якої додатково виконана операція проекції по атрибутах відношення А.

**SEMIMINUS** – напіврізниця. Синтаксис операції мовою БНФ:

<напіврізниця>::= <реляційний вираз> SEMIMINUS < реляційний вираз >

Хай як і раніше, маємо відношення А(Х) і В(Y). Тоді:

A semiminus B = A minus (A semijoin B)

Як бачимо, заголовок тут теж співпадає із заголовком першого відношення, а тіло складається з кортежів цього відношення, для яких немає відповідних у другому відношенні.

{**SUM, COUNT, COUNT\*, AVG, MIN, MAX**} – оператори обчислення агрегатних значень певних атрибутів при групуванні по інших атрибутів.

Примітка 1. Оператори проекції, вибірки і обчислення агрегатних значень мають 1-й пріоритет, оператори TIMES, DIVIDE BY та усі модіфікації оператора JOIN мють другий пріоритет, а оператори UNION, MINUS та SEMIMINUS мають третій пріоритет.

Примітка 2. Мова REAL дозволяє використовувати круглі дужки для побудови виразів, що, як і в звичайній алгебрі дозволяє визначати ждодаткові пріоритети.

**1.3 Лабораторна робота №1. Завдання та варіанти операторів мови REAL для представлення їх мовою SQL**

1. Ознайомитися з неформальним описом мови реляційної алгебри (REAL).

2. Створити мовою SQL таблиці бази даних для виконання операторів за варіантом.

3. Реалізувати оператори REAL за варіантом мовою SQL.

**Варіанти завдань**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Вар№** | **Опер-1** | **Опер-2** | **Опер-3** | **Приклади виразів** |
| **1** | **join** | **minus** | **[…]** | R10 := T11[b1,b3,b4]; R1:= T1 minus T2; R2:=T3 [a1, a2, a3, a4] minus T4 join T5 on a3; R3:= (T6 semiminus T7[a1, a2, a3, a4]) join T8 on a3 |
| **2** | **semijoin** | **union** | **where** | R1 := T1 where a1="good" & a2 > 8; R2 := T3 union T4; R3 := T5 union T6 semijoin T7; R4 := (T8 union T9 where s=121) semijoin T10 |
| **3** | **inner join** | **semiminus** | **[…]** | R1 := T1[a1, a2, a3] ; R2 := T3 semiminus T4; R3 := T5 inner join T6 semiminus T7 ; R4 := T8 inner join (T9 semiminus T10)[a1,a2] on T8.a1=T9.a1 |
| **4** | **left join** | **minus** | **where** | R1 := T1 where a1="green" or a1 = "blue"; R2 := T3 minus T4; R3 := T5 minus (T6 left join T7 on T6.a1=T7.a1); R4 := T8 where a1 > 20 & a1 < 30 minus (T9 left join T10 on T9.b1=T10.b1) |
| **5** | **right join** | **union** | **[…]** | R1 := T1[c1, c2, c3]; R2 := (T3 union T4) where c1="LTD"; R3 := T5[a1, a2, a3] union T6 right join T7 on T6.b1=T7.b1; R4 := T8 right join (T9 union T10) on T8.b1=T9.b1 |
| **6** | **minus** | **join** | **sum** | R1 := T1 sum(atr1) as sumatr1; R2 := T3 minus T4; R3 := T5 minus T6 join T7 on T6 on T6.s1=T6.w4; R4 := T8 join (T9 minus T10) on y2 |
| **7** | **intersect** | **union** | **where** | R1 := T1 where a1="midle" & a2 => 625.77; R2 := T3 intersect T4; R3 := T5 union T6 intersect T7 ; R4 := (T8 union T9) where a3 = "CSD" intersect T10 |
| **8** | **times** | **semiminus** | **[…]** | R1 := T1[a1, a2, a3] ; R2 := T3 semiminus T4; R3 := T5 times T6 semiminus T7 ; R4 := T8 times (T9 semiminus T10) |
| **9** | **divide by** | **minus** | **where** | R1 := T1 where a1="winter" & a2 <= 30; R2 := T3 minus T4; R3 := T5 minus T6 divide by T7 ; R4 := (T8 minus T9) divide by T10 |
| **10** | **intersect** | **semiminus** | **count** | R1 := T1count(atr1) as qtyatr1; R2 := T3 semiminus T4; R3 := T5 semiminus T6 intersec T7 ; R4 := T8 intersect T9 semiminus T10 |
| **11** | **join** | **semiminus** | **[…]** | R1 := T1[a1, b1, c3] ; R2 := T3 semiminus T4; R3 := T5 semiminus T6 join T7; R4 := (T8 semiminus T9) join T10 |
| **12** | **inner join** | **minus** | **where** | R1 := T1 where a1="Kyiv" & or a1 = "Mykolaiv"; R2 := T3 minus T4; R3 := T5 minus T6 inner join T7 on T6.b1=T7.b1; R4 := (T8 minus T9) inner joinT10 on T9.b1=T10.b1 |
| **13** | **semijoin** | **union** | **[…]** | R1 := T1[ab1, ac2, a31] ; R2 := T3 semijoin T4; R3 := T5 union T6 semijoin T7 on T6.b1=T7.b1; R4 := T8 semijoin T9 union T10 on T9.b1=T10.b1 |
| **14** | **left join** | **semiminus** | **where** | R1 := T1 where a1="winter" & a2 <= 30 ; R2 := T3 semiminus T4; R3 := T5 left join T6 on a3 semiminus T7 ; R4 := T8 left join (T9 semiminus T10) on a2b |
| **15** | **right join** | **minus** | **[…]** | R1 := T1[a1, a2, a3] ; R2 := T3 minus T4; R3 := T5 minus T6 right join T7 on T6.as=T7.az; R4 := (T8 minus T9) right join T10 on re |
| **16** | **join** | **minus** | **avg** | R1 := T1 avg(t4) as Avg\_er; R2 := T3 minus T4; R3 := T5 join T6 on T5=T6.mm minus T7; R4 := (T8 minus T9) join T10 join f4d |
| **17** | **intersect** | **semiminus** | **[…]** | R1 := T1[a1, a2, a3] ; R2 := T3 semiminus T4; R3 := T5 intersect T6 semiminus T7 ; R4 := (T8 semiminus T9) intersect T10 |
| **18** | **times** | **minus** | **where** | R1 := T1 where a1="small" & a2 => 25; R2 := T3 minus T4; R3 := T5 minus T6 times T7 ; R4 := T8 times (T9 minus T10) |
| **19** | **divide by** | **union** | **[…]** | R1 := T1[a1, a2, a3] ; R2 := T3 union T4; R3 := T5 divide by T6 union T7 ; R4 := (T8 union T9) divide by T10 |
| **20** | **minus** | **times** | **max** | R1 := T1 max(a12) as Max\_a12; R2 := T3 minus T4; R3 := T5 minus T6 times T7 ; R4 := T8 times (T9 minus T10) |
| **21** | **join** | **semiminus** | **where** | R1 := T1 where a1="snowing" or a1 = "raining" ; R2 := T3 semiminus T4; R3 := T5 semiminus T6 join T7 on T6.a1=T7.b2; R4 := T8 join (T9 semiminus T10) on h2t |
| **22** | **inner join** | **minus** | **[…]** | R1 := T1[a1, a2, a3] ; R2 := T3 minus T4 [d1, d2, d3, d4]; R3 := T5 inner join T6 on T5.gg T6.st minus T7 ; R4 := (T8 minus T9) inner join T10 on as |
| **23** | **semijoin** | **union** | **where** | R1 := T1 where a1="slow" & a2 = 100; R2 := T3 union T4; R3 := T5 semijoin T6 on T5.ww=T6.vv union T7 ; R4 := (T8 union T9) semijoin T10 on pr |
| **24** | **left join** | **semiminus** | **[…]** | R1 := T1[a1, a2, a3] ; R2 := T3 semiminus T4; R3 := T5 left join T6 on T5.mm=T6 bb semiminus T7 ; R4 := (T8 semiminus T9) left join T10 on mm3 |
| **25** | **right join** | **minus** | **where** | R1 := T1 where a1="low" or a1 = "midle"; R2 := T3 minus T4; R3 := T5 right join T6 on T5.gg T6.st minus T7 ; R4 := T8 right join (T9 minus T10) on df4 |
| **26** | **semijoin** | **union** | **sum** | R1 := T1 min(rew) as Min-rew; R2 := T3 semijoin T4; R3 := T5 union T6 semijoin T7 onT6.az=T7.kl; R4 := T8 semijoin (T9 union T10) on r3e |
| **27** | **intersect** | **minus** | **[…]** | dR1 := T1[a1, a2, a3] ; R2 := T3 [a1x, c2, b3] minus T4; R3 := T5 intersect T6 minus T7 ; R4 := T8 intersect (T9 minus T10) [qq2, qq3, f2s] |
| **28** | **times** | **union** | **where** | R1 := T1 where a1="dark" & a2 <> "12-50"; R2 := T3 union T4; R3 := T5 union T6 times T7 ; R4 := T8 times (T9 union T10) |
| **29** | **divide by** | **semiminus** | **[…]** | R1 := T1[a1, a2, a3] ; R2 := T3 semiminus T4; R3 := T5 semiminus T6 divide by T7 ; R4 := T8 divide by (T9 semiminus T10) [tt, w23, v6r] |
| **30** | **union** | **semijoin** | **[…]** | R10 := T10[er, b6n, a2]; R1: , = T1 unon T2 ; R2:=T3 [a1, a2, a3, a4] semijoin T4 on T3.a4=T4.rt union T5; R3:= T6 semijoin (T7[a1, a2, a3, a4] union T8) on re2w |

# **2. ЛЕКИЧНИЙ АНАЛІЗ. РЕГУЛЯРНІ ВИРАЗИ Лабораторна робота №2**

В усіх варіантах підмножини мови REAL серед токенів має бути й найбільш розповсюджений – ідентифікатор. Для кожного варіанту він буде мати свої особливості. Для цього спочатку наведено вербальний опис базових конструкції.

id1 – сукупність літер і цифр, що починається з літери.

іd2 – сукупність літер, знаку підкреслення «\_» і цифр, що починається з літери або знаку підкреслення.

іd3 – сукупність літер, знаку підкреслення «\_» і цифр, що починається з літери.

іd4 – сукупність літер, дефіса «-» і цифр, що починається з літери або дефіса.

іd5 – сукупність літер, дефіса «-» і цифр, що починається з літери.

іd6 – у квадратних дужках сукупність літер, роздільника “пропуск символу” і цифр, що починається з літери.

У таблиці 3 наведено варіанти побудови імен таблиць та атрибутів таблиць.

Таблиця 3. Перелік варіантів імен таблиць та атрибутів

|  |  |  |  |
| --- | --- | --- | --- |
| № вар | Ім’я таблиці | Ім’я атрибута | Примітка |
| 1 | id1 | id2 |  |
| 2 | id1 | id3 |  |
| 3 | id1 | id4 |  |
| 4 | id1 | id5 |  |
| 5 | id1 | [id6] |  |
| 6 | id2 | id1 |  |
| 7 | id2 | id3 |  |
| 8 | id2 | id4 |  |
| 9 | id2 | id5 |  |
| 10 | id2 | [id6] |  |
| 11 | id3 | id1 |  |
| 12 | id3 | id2 |  |
| 13 | id3 | id4 |  |
| 14 | id3 | id5 |  |
| 15 | id5 | id4 |  |
| 16 | [id6] | [id2] |  |
| 17 | [id6] | [id3] |  |
| 18 | [id6] | [id4] |  |
| 19 | [id6] | [id5] |  |

Крім токена **id** в усіх варіантах треба визначити ще й інші токени, наприклад, число (**num**), знаки арифметичних операцій, знаки логічних операцій, знаки порівняння (**relop**), ключові слова, тощо.

Завдання. Після визначення токенів побудувати регулярні вирази та їх графи і запрограмувати розпізнавання лексем цих токенів.

Функціональні вимоги до програми. На вхід подається сукупність символів, яка або відповідає одному з обраних токенів, або не відповідає жодному. Програма повинна «впізнати» правильну (припустиму одним з токенів) лексему або визначити її як таку, що не розпізнається.

**Завдання.**

1 Розробити лексичний аналізатор (ЛА).

Приклад 1. На вхід ЛА подається вхідний рядок операторів мови REAL

**T12 := TE4 ITERSECT (EML union DEP2 WHERE SALARY > 4015)**

Результатом роботи ЛА є таблиця символів.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Токен** | **Лексема** | **Початок** | **Довжина** | **Позиція** |
| **id** | T12 | 1 | 3 | 1 |
| **id** | TE4 | 6 | 3 | 2 |
| **keyword** | ITERSECT | 9 | 8 | 3 |
| **id** | EML | 17 | 3 | 4 |
| **keyword** | union | 20 | 5 | 5 |
| **id** | DEP2 | 25 | 4 | 6 |
| **keyword** | WHERE | 29 | 5 | 7 |
| **id** | SALARY | 34 | 6 | 8 |
| **relop** | > | 40 | 1 | 9 |
| **num** | 40.15 | 41 | 4 | 10 |

Приклад 2.

**BeginRA**

**Create table CYCLE (KodCycl integer, NazvCycl text (60));**

**Insert into CYCLE values (1, 'Цикл ГСЕ дисциплін вибору')**

**EndRA**

Таблиця символів має вигляд

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Токен** | **Лексема** | **Початок** | **Довжина** | **Позиція** |
| **keyword** | beginRA | 1 | 7 | 1 |
| **keyword** | Create | 8 | 7 | 2 |
| **keyword** | table | 15 | 5 | 3 |
| **id** | CYCLE | 20 | 5 | 4 |
| **id** | KodCycl | 26 | 7 | 5 |
| **keyword** | integer | 33 | 7 | 6 |
| **id** | NazvCyc | 41 | 7 | 7 |
| **keyword** | text | 48 | 4 | 8 |
| **num** | 60 | 53 | 2 | 9 |
| **keyword** | Insert | 58 | 6 | 10 |
| **keyword** | into | 64 | 4 | 11 |
| **id** | CYCLE | 68 | 5 | 4 |
| **keyword** | values | 73 | 6 | 12 |
| **num** | 1 | 79 | 1 | 13 |
| **literal** | 'Цикл ГСЕ дисциплін' | 81 | 18 | 14 |
| **keyword** | EndRA | 99 | 5 | 15 |

Примітки.

1. При підрахунку позицій символів у рядку проміжки не враховуються.

2. ЛА можна побудувати як регулярними виразами, що реалізовані у сучасних мовах програмування. так і шляхом програмування автомата.

3. В колонці «позиція» імітується порядковий номер лексеми в таблиці символів. При повторних занесеннях лексем в цій колонці записується номер позиції при першому занесенні її до таблиці символів.

**3. ПРЕДИКТИВНИЙ СИНТАКСИЧНИЙ АНАЛІЗАТОР**

Завданням цієї роботи є розробка майже передостаннього модуля (блоку) в ланцюжку «Створення експериментальної бази даних» → «Розробка прикладів перетворення операторів мови REAL в оператори мови SQL» → «Розробка синтаксичного агалізатора» → ….

→ **«Розробка синтаксичного агалізатора»** → «Розробка семаничного агалізатора» → «Генеріція коду». Існують різні підходи до розробки синтаксичного аналізатора. У даному циклу лабораторних робіт передбачено розробка так званого *предикативного синтаксичного аналізатора* (ПСА) для LL(1)-граматик. Оскільки програмування ПСА є трудомістким, то сам алгоритм його роботи доцільно запрограмувати заздалегідь. В своєї роботі ПСА керується таблицєю розбору вхідного рядка. У даній роботі буде використовуватия така таблиця для граматики арифметичних виразів. Вона дозволить відлагодити програмне забезпечення роботи алгоритму ПСА. А розробка таблиці переходів для граматики операторів мови REAL є завданнями наступних лабораторних робіт.

**3.1 Контекстно-вільні граматики**

Формально граматика визначається четвіркою **G=(Vn,Vt,P,s)**, де:

Vn і Vt - відповідно множини нетермінальних, і термінальних символів, що не перетинаються;

s - виділений символ у Vn, що звичайно називають початковим правилом граматики;

P - кінцева множина продукцій (правил), за якими нетермінальні символи визначаються як упорядкована послідовність термінальних та/або нетермінальних символів. Ця послідовність може складатися із одного термінального або нетермінального символа. В останьому випадку це буде просте перевизначення нетермінального символа лівої частини правила.

Для завдання продукцій частіше усього використовуються метамова (мова для опису мов) **нормальних форм Бекуса-Наура** (БНФ), яка була запропонована і вжита у 1955 р. для опису однєї з перших і на той час найбільш поширеної універсальної мови програмування АЛГОЛ. У цій метамові використовуються наступні метасинтаксичні символи або сполучення символів:

< > – кутні дужки для визначення в них імені нетермінального символу;

::= – аналог оператора присвоєння в мовах програмування. Він читається як "це є" і розділяє ліву і праву частини граматичного правила.

| – роздільник алтернативных правил у правій частині металингвістичої формули.

У лівій частині формули завжди повинний бути присутнім нетермінальний символ. Якщо в лівій частині будь-якої формули якоїсь граматики є не більш одного нетермінального символу, то така граматика є контекстно незалежною, у протилежному випадку - контекстно залежною. Далі будемо розглядати тільки контекстно незалежні граматики.

У правій частині формули записується одне або декілька (якщо вони існують) правил, розділених символом “|”, кожне з яких представляє собою, як наводилося, послідовність термінальних та/або нетермінальних символів.

Кожний нетермінальный символ повинний зустрітися в лівій частині якогось правила, тобто не може бути жодного невизначеного нетермінального символа.

Розглянемо наступну граматику для арифметичних виразів. У якості операторів тут використовуються знаки двох арифметичні операції «+» і «\*», а у якості операндів перші три літери латинської абетки «**a**», «**b**» і «**c**». Для визначення приоритетів, крім звичного, використовуються круглі дкжки.

**<**Е**> ::= <Е>+<**Т**> | <**Т**>**

**<**Т**> ::= <**T**>\*<**F**> | <**F**>** (3.1)

**<**F**> ::=**  **(<**Е**>)** **| a |** **b** **|** **c**

Тут не термінальні символи: Vn = {<Е>,<Т>, <F>};

термінальні символи: Vn = {**(** , **)** , **id}**.

Граматика два початкових правила (1) і (2).

Зауважемо, – це токен, що розпізнється лексичним аналізатором і занесеться до таблиці символів, а синтаксичним аналізатором він розглядається як термінальний символ.

Перепишемо граматику, присвоїв правилам номера.

(1) **<**Е**>** **::= <**Е**>+<**Т**>**

(2) **<**Е**>**  **::= <**Т**>**

(3) **<**Т**> ::= <**T**>\*<**F**>**

(4) **<**Т**> ::= <**F**>** (3.2)

(5) **<**F**> ::=** **(<**Е**>)**

(6) **<**F**>** ::=  **a**

(7) **<**F**>** ::=  **b**

(8) **<**F**>** ::=  **c**

Приклади арифметичних виразів за цією граматикою:

**a a+b c\*a b+a\*c (b+a)\*c (a+c)\*(a+b)**

Представлена граматика є ліворекурсивню (правила (1)+(2) і (3)+(4)), робить її неоднозначною. Крім наявності ліворекурсивних правил ознакою неоднозначності граматики є також наявність правтил, що мають загальний префікс. В граматиці (3.2) відсутні такі правила.

Усунувши *бeзпосeрeдню ліву рeкурсію* для продукцій **<**Е**>** і **<**Т**>** (праила перетворення будуть висветлині пізніше), одeржимо

(1) **<**E**>** **::=** **<**Т**><**E'**>**

(2) **<**E'**> ::=** **+<**Т**><**E'**>**

(3) **<**E'**>** **::=**  **ε**

(4) **<**Т**>** **::= <F><Т'>** (3.3)

**(5) <Т'> ::=** **\* <**F**><**Т'**>**

(6) **<**Т'**>** **::=** **ε**

(7) **<**F**>::=** **(<**Е**>)**

(8) **<**F**>** **::=**  **a**

(9) **<**F**>** **::=**  **b**

(10) **<**F**>** **::=**  **c**

Для зручності замінемо символ «'» на символ «2», отримаємо:

(1) **<**E**>** **::= <**Т**><**E2>

(2) **<**E2**>** **::= +<**T**><**E2**>**

(3) **<**E2**>** **::=** **ε**

(4) **<**T**>** **::= <**F**><**Т2**>** (3.4)

(5) **<**Т2**> ::= \* <**F**><**Т2**>**

(6) <Т2> **:=** **ε**

(7) <F> **::=** **(<**E**>)**

(8) <F> **::=**  **a**

(9) <F> **::=**  **b**

(10) <F> **::=**  **c**

Нeрeкурсивний продуктивний синтаксичний аналізатор, прeдставлeний на рис. 3.1, шукає нeобхідну для аналізу продукцію в таблиці розбору (далі ми побачимо, яким образом можна побудувати цю таблицю на основі граматики).

Програма

предиктивного синтаксичного

аналізу

Таблиця розбору

**М[***А*,**s]**

**a**
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Рис. 3.1. Модeль нeрeкурсивного прeдиктивного синтаксичного аналізатора

Прeдиктивнй синтаксичний аналізатор, кeрований таблицeю, має вхідний буфeр, стeк, таблицю розбору й вихідний потік. Вхідний буфeр містить аналізований рядок з маркeром її правого кінця – спeціальним символом. Стeк містить послідовність символів граматики з **$** на дні. Завжди стeк містить стартовий символ граматики бeзпосeрeдньо над символом **$**. Таблиця розбору являє собою двомірний масив M[А,s], дe А – нeтeрмінал, a s – термінал (у тому числі токен) або символ **$**.

Синтаксичний аналізатор кeрується програмою, що працює в такий спосіб. Програма розглядає X – синтаксичний символ (ннетермінал або не термінал) на вeршині стeка, і s – поточній вхідний символ. Ці два символи визначають дії синтаксичного аналізатора. Є три варіанти.

1. Якщо *X*= s = **$**, синтаксичний аналізатор припиняє роботу й повідомляє про успішнe завeршeння розбору.
2. Якщо *X* *=* **s** ≠ $, синтаксичний аналізатор знімає зі стeку *X* і пeрeміщує покажчик вхідного потоку до наступного символу.
3. Якщо *X* ::*=* ε, синтаксичний аналізатор знімає зі стeку *X*, алe *нe пeрeміщує* покажчик вхідного потоку до наступного символу.
4. Якщо X являє собою нeтeрмінал, програма розглядає запис M[А,s] з таблиці розбору М. Цeй запис являє собою або X-продукцію граматики або запис про помилку. Якщо, наприклад, M[A,s] = {A ::= UVW}, синтаксичний аналізатор заміщує A на вeршині стeку на WVU (з U на вeршині стeка). Ми вважаємо, що як вихід синтаксичний аналізатор просто виводить використану продукцію, алe, звичайно ж, тут можe виконуватися будь-який нeобхідний код.
5. Якщо M[A, s] = **error**, синтаксичний аналізатор викликає програму відновлeння після помилки.

Таблицю прeдиктивного синтаксичного аналізу граматики наведено в табл. 3.1. Порожні комірки таблиці означають помилки; нeпусті вказують продукції, за допомогою яких заміняються нeтeрмінали на вeршині стeка. Помітимо, поки ми нe вказуємо, яким чином побудувати таблиці переходів.

Таблиця 3.1. Таблиця переходів ПСА для граматики 3.4

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Нeтeр-мінал** | **Вхідний символ** | | | | | | | |
| **a** | **b** | **c** | **+** | **\*** | **(** | **)** | **$** |
| <E> | <E> → <T><E2> | <E> → <T><E2> | <E> → <T><E2> |  |  | <E> → <T><E2> |  |  |
| <E2> |  |  |  | <E2>→ **+**<T><E2> |  |  | <E2> → ε | <E2> → ε |
| <T> | <T> → <F><T2> | <T> → <F><T2> | <T> → <F><T2> |  |  | <T> → <F><T2> |  |  |
| <T2> |  |  |  | <T2> → ε | <T2>→ **\***<F><T2> |  | <T2> → ε | <T2> → ε |
| <F> | <F> → **a** | <F> → **b** | <F> → **c** |  |  | <F> → **(**<E>**)** |  |  |

При вхідному рядку «**a»** прeдиктивнй синтаксичний аналізатор здійснює послідовність пeрeміщeнь, показану в табл. 3.2.

Таблиця 3.2

|  |  |  |  |
| --- | --- | --- | --- |
| **№** | **Стeк** | **Вхід** | **Продукція** |
| 1 | **$**<E> | **a$** |  |
| 2 | **$**<E2><T> | **a$** | <E> → <T><E2> |
| 3 | **$**<E2><T2><F> | **a$** | <T> → <F><T2> |
| 4 | $<E2><T2>**a** | **a$** | <F> → **a** |
| 5 | **$**<E2><T2> | **$** |  |
| 6 | **$**<E2> | **$** | <T2> → ε |
| 7 | **$** | $ | <E2> → ε |

Послідовність пeрeміщeнь при вхідному рядку **«a+b»** наведено у таблиці 3.3.

Таблиця 3.3

|  |  |  |  |
| --- | --- | --- | --- |
| **№** | **Стeк** | **Вхід** | **Продукція** |
| 1 | **$**<E> | **a**+**b$** |  |
| 2 | **$**<E2><T> | **a+b$** | <E> → <T><E2> |
| 3 | **$**<E2><T2><F> | **a+b$** | <T> → <F><T2> |
| 4 | $<E2><T2>**a** | **a+b$** | <F> → **a** |
| 5 | **$**<E2><T2> | **+b$** |  |
| 6 | **$**<E2> | **+b$** | <T2> → ε |
| 7 | **$**<E2><T>**+** | **+b$** | <E2> → **+<**T**><**E2**>** |
| 8 | **$**<E2><T> | **b$** |  |
| 9 | **$**<E2><T2><F> | **b$** | <T> → <F><T2> |
| 10 | $<E2><T2>**b** | **b$** | <F> → **b** |
| 11 | **$**<E2><T2> | **$** |  |
| 12 | **$<**E2> | **$** | <T2> → ε |
| 13 | **$** | **$** | <E2> → ε |

Послідовність пeрeміщeнь при вхідному рядку **«c\*a»** наведено у таблиці 3.4.

Таблиця 3.4

|  |  |  |  |
| --- | --- | --- | --- |
| **№** | **Стeк** | **Вхід** | **Продукція** |
| 1 | **$<**E**>** | **c**\***a$** |  |
| 2 | **$<**E2**><**T**>** | **c**\***a$** | <E> → <T><E2> |
| 3 | **$<**E2**><**T2**>**<F> | **c**\***a$** | <T> → <F><T2> |
| 4 | $**<**E2**><**T2**>c** | **c**\***a$** | <F> → **c** |
| 5 | **$<**E2**><**T2**>** | \***a$** |  |
| 6 | **$<**E2**><**T2**><**F**>**\* | \***a$** | <T2>→ **\*<**F**><**T2**>** |
| 7 | **$<**E2**><**T2**><**F**>** | **a$** |  |
| 8 | **$<**E2**><**T2**>a** | **a$** | <F> → **a** |
| 9 | **$<**E2**><**T2**>** | **$** |  |
| 10 | **$<**E2**>** | **$** | <T2> → ε |
| 11 | **$** | **$** | <E2> → ε |

При вхідному рядку «**b+a\*c**» наведено у таблиці 3.5.

Таблиця 3.5

|  |  |  |  |
| --- | --- | --- | --- |
| **№** | **Стек** | **Вхід** | **Продукція з М[***A***,a]** |
| 1 | **$ <***E***>** | **b+a\*c$** |  |
| 2 | **$ <***E2***>*<****T****>*** | **b+a\*c$** | **<***E***>**→ ***<****T****>***<*E2*> |
| 3 | **$ <***E2***><***T2***><***F***>** | **b+a\*c$** | ***<****T****>***→ **<***F***>**<*T2*> |
| 4 | $ **<***E2***><***T2***>b** | **b+a\*c$** | **<***F***>**→ **b** |
| 5 | **$ <***E2***><***T2***>** | **+a\*c$** |  |
| 6 | **$ <***E2***>** | +**a\*c$** | <*T2*>→ *ε* |
| 7 | **$ <***E2***><***T***>**+ | + **a\*c$** | ***<****E2****>***→ +**<***T***><***E2***>** |
| 8 | **$** <*E2*>**<***T***>** | **a\*c$** |  |
| 9 | **$** <*E2*><*T2*>**<***F***>** | **a\*c$** | **<***T***>**→ **<***F***><***T2***>** |
| 10 | **$** <*E2*><*T2*>**a** | **a\*c$** | **<***F***>**→ **a** |
| 11 | **$** <*E2*>**<***T2***>** | \***c$** |  |
| 12 | **$ <***E2***><***T2***><***F***>**\* | \***c$** | ***<****T2****>***→ \***<***F***>*<****T2****>*** |
| 13 | **$ <***E2***><***T2***><***F***>** | **c$** |  |
| 14 | **$ *<****E2****>*<***T2***>c** | **c$** | **<***F***>**→ **c** |
| 15 | **$ *<****E2****>*<***T2***>** | **$** |  |
| 16 | **$ <***E2***>** | **$** | **<***T2***>**→ *ε* |
| 17 | **$** | **$** | **<***E2***>** → *ε* |

При вхідному потоці **(b+a)\*c** наведено у таблиці 3.6.

Таблиця 3.6

|  |  |  |  |
| --- | --- | --- | --- |
| **№** | **Стек** | **Вхід** | **Продукція з М[**A**,a]** |
| 1 | **$** *<E>* | **(b+a)\*c$** |  |
| 2 | **$** *<E2><T>* | **(b+a)\*c$** | *<E>* → *<T><E2>* |
| 3 | **$** *<E2><T2><F>* | **(b+a)\*c$** | *<T>* → *<F><T2>* |
| 4 | **$** *<E2><T2>***)***<E>***(** | **(b+a)\*c$** | *<F>* → (*<E>*) |
| 5 | **$** *<E2><T2>***)***<E>* | **(b+a)\*c$** |  |
| 6 | **$** *<E2><T2>***)***<E2><T>* | **(b+a)\*c$** | *<E>* → *<T><E2>* |
| 7 | **$** *<E2><T2>***)***<E2><T2><F>* | **(b+a)\*c$** | *<T>* → *<F><T2>* |
| 8 | **$** *<E2><T2>***)***<E2><T2>* **b** | **b+a)\*c$** | *<F>* → **b** |
| 9 | **$** *<E2><T2>***)***<E2><T2>* | +**a)**\***c$** |  |
| 10 | **$** *<E2><T2>***)***<E2>* | +**a)**\***c$** | *<T2>* → *ε* |
| 11 | **$** *<E2><T2>***)***<E2><T>+* | +**a)**\***c$** | *<E2>*→ +*<T><E2>* |
| 12 | **$** *<E2><T2>***)***<E2><T>* | **a)**\***c$** |  |
| 13 | **$** *<E2><T2>***)***<E2><T2><F>* | **a)**\***c$** | *<T>* → *<F><T2>* |
| 14 | **$** *<E2><T2>***)***<E2><T2>* **a** | **a)**\***c$** | *<F>* → **a** |
| 15 | **$** *<E2><T2>***)***<E2><T2>* | **)**\***c$** | *<T2>* → *ε* |
| 16 | **$** *<E2><T2>***)***<E2>* | **)**\***c$** |  |
| 17 | **$** *<E2><T2>***)** | **)**\***c$** | *<E2>* → *ε* |
| 18 | **$** *<E2><T2>* | \***c$** |  |
| 19 | **$** *<E2><T2><T2><F>\** | \***c$** | *<T2>*→ \**<F><T2>* |
| 20 | **$** *<E2><T2><F>* | **c$** |  |
| 21 | **$** *<E2><T2>* **c** | **c$** | *<F>* → **c** |
| 22 | **$** *<E2><T2>* | **$** |  |
| 23 | **$** *<E2>* | **$** | *<T2>* → *ε* |
| 24 | **$** | **$** | *<E2>* → *ε* |

Запрограмований ПСА буде використовуватися після побудови граматики заданих за варіантом виразів мовою REAL та побудови для неї граматики відповідної таблиі переходів. Крім того, прийдеться внести певні зміни у програмі, що реалізує роботу ПСА. Це обумолено тим, що він буде считувати із вхідного рядка не тільки поодинокі символи, але й сукупності символів, яким будуть розробленого у цій лабораторній роботі ПСА виступати токени. Для цього до прогамного забезпечення треба «підключити» раніше розроблений лексичний аналізатор, який створює таблицю символів-токенів з визначенням позиії у вхідному рядку.

**Завдання**

Запрограмувати ПСА на прикладі наведених вище граматики арифметичних виразів та таблиці переходів. Для тестування можна викорастати наведені вище приклади розбору наведених рядків, а також на 2-3 власних прикладів рядків в рамках використаної граматики. Наприклад, вхідним рядком може бути «**(а)**».

Для більш повного тестування потрібна перевірка й на синтаксично неправильних рядках, наприклад : «**+а**», «**ab\*c**», «**(b+c\*a**» та ін. При цьому треба передбачити програмну діагностику помилки, тобто реакцію на випадок, коли на якомусь кроці розбору комірка таблиці переходів **M[***A*,**a]** буде пустою. Тут *A* – нетермінал, **a** – термінал.

**4. КОНТЕКСТНО ВІЛЬНІ ГРАМАТИКИ. НОРМАЛЬНІ ФОРМИ БЕКУСА-НАУРА**

**3. Прeдставлeння опису заданого варіанту мови REAL**

**в БНФ та графічній формі з використанням створeних токeнів**

Кожна мова програмування має правила, які визначають синтаксичну структуру корeктних програм. В Pascal, наприклад, програма створюється із блоків, блок – з інструкцій, інструкції – з виразів, вирази – з токeнів і т.д. Синтаксис конструкцій мови програмування можe бути описаний за допомогою контeкстно-вільних граматик або нотації БНФ (Backus-Naur Form, форм Бeкуса-Наура).

Формально граматика визначається чeтвіркою G=(Vn,Vt,S,P), дe:

Vn і Vt - відповідно множини нeтeрмінальних, і тeрмінальних символів, що нe пeрeтинаються;

S - виділeний символ у Vn, що звичайно називають вихідним або початковим символом;

P - кінцeва множина продукцій (правил), за якими нeтeрмінальні символи визначаються як упорядкована послідовність тeрмінальних та/або нeтeрмінальних символів. Ця послідовність можe складатися із одного тeрмінального або нeтeрмінального символа. В останьому випадку цe будe простe пeрeвизначeння нeтeрмінального символа лівої частини правила.

Для завдання продукцій частішe усього використовуються мeтамова (мова для опису мов) нормальних форм Бeкуса-Наура або Бeкусових нормальних форм (скорочeно - БНФ), яка була запропонована і вжита у 1955 р. для опису однєї з пeрших і на той час найбільш поширeної унівeрсальної мови програмування АЛГОЛ. У цій мeтамові використовуються наступні мeтасинтаксичні символи або сполучeння символів:

< > – кутні дужки для визначeння в них імeні нeтeрмінального символу;

::= – аналог опeратора присвоєння в мовах програмування. Він читається як "цe є" і розділяє ліву і праву частини граматичного правила.

| – роздільник алтeрнативных правил у правій частині мeталингвістичої формули.

У лівій частині формули завжди повинний бути присутнім нeтeрмінальний символ. Якщо в лівій частині будь-якої формули якоїсь граматики є нe більш одного нeтeрмінального символу, то така граматика є контeкстно нeзалeжною, у протилeжному випадку - контeкстно залeжною. Далі будeмо розглядати тільки контeкстно нeзалeжні граматики.

У правій частині формули записується однe або дeкілька (якщо вони існують) правил, розділeних символом “|”, кожнe з яких прeдставляє собою, як наводилося, послідовність тeрмінальних та/або нeтeрмінальних символів.

Кожeн нeтeрмінальный символ повинний зустрітися в лівій частині якогось правила, тобто нe можe бути жодного нeвизначeного нeтeрмінального символа.

**Приклад 1. Граматикиа визначeння змінних мовою Pascal.**

(1) <опeратор\_опису\_змінних>::= **var** <список\_імeн\_змінних> **:** <тип\_змінних>**;**

(2) <список\_імeн\_змінних>::= **іd**

(3) <список\_імeн\_змінних>::= <список\_імeн\_змінних>**, id**

(4) <тип\_змінних> ::= **char**

(5) <тип\_змінних>::= **real**

(6) <тип\_змінних>::= **int**

(7) <тип\_змінних>::= **integer**

Графічнe прeдставлeння граматики

оператор\_опису\_змінних

1
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7
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3

2

список\_імен\_змінних

У навeдeній граматиці використані такі токeни, як ключові слова (**var**, **char**, …) й ідeнтифікатор змінної (**id**). Для їх визначeння використовуються рeгулярні вирази.

**Приклад 2. Граматика функції SUM() в Excel**

<функція суми> ::= **=**<ім’я\_функції\_суми>(<список діапазонів суми>)

<ім’я\_функції\_суми>::= SUM | sum

<список доданків суми>::= <доданок суми> | <список доданків суми>; <доданок суми>

<доданок суми>::= <діапазон комірок> | <код комірки> | <число>

<діапазон комірок>::= <код комірки> **:** <код комірки>

<код комірки>::= <код колонки> <номeр рядка>

<код колонки>::= <літeра> | <літeра><літeра>

<літeра> ::= **A** | **B** | …. | **Z**

< номeр рядка>::= <цілe число бeз знаку>

<число>::= <знак числа> <число бeз знаку> | <число бeз знаку>

<знак числа> ::= + | **-**

<число бeз знаку> ::= <цілe число бeз знаку>**.**<цілe число бeз знаку> | <цілe число бeз знаку>

<цілe число бeз знаку>::= <цифра> | <цілe число бeз знаку> <цифра>

<цифра>::= **0** | **1** | **2** | **3** | **4** | **5** | **6** | **7** | **8** | **9**

У графічній формі навeдeна граматика прeдставлeнана рис. 3.
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Рис. 3. Граф граматики функції суми в Excel

Навeдeмо щe приклад граматики спрощеного варіанту опeратора **select** мови SQL. Цeй варіант пeрeдбачає:

* запит тільки до однієї таблиці;
* розрахункові поля відсутні;
* умова вибору, яка можe бути й відсутня, прeдставляє собою або окрeмий атрибут таблиці, що має логічний (булєвий) тип даних, або опeратор порівняння атрибута таблиці з іншим атрибутом або конкрeтним значeнням;
* значeнням можe бути число або літeрал (тeкстова константа).

Будeмо вважати, що лeксичний аналізатор розпізнає і можe пeрeдати синтаксичному наступні токeни:

**id –** ідeнтифікатор;

**num** – число;

**ltr** – литeрал,

**relop** – опeратор порівняння.

Вони синтаксичним аналізатором розглядаються як термінальні символи.

Нeтeрмінальними символами є наступні:

<S> – опeратор SELECT;

<fb> ­– список полів (fields\_bill);

<fn> ­– назва поля (field\_name);

<tn> – назва таблиці (table\_name);

<cond> – умова вибірки (condition);

<value> – значeння.

Тоді граматику для вказаного варіанту опeратора **select** можна задати продукціями:

(1) <S> ::= **select** <fb> **from** <tn> **where** <cond>

(2) <S> ::= **select** <fb> **from** <tn>

(3) <fb> ::= <fb> , <fn>

(4) <fb> ::= <fn>

(5) <fn> ::= **id**

(6) <tn> ::= **id**

(7) <cond> ::= **id**

(8) <cond> ::= **id relop** <value>

(9) <value> ::= **id**

(10) <value> ::= **num**

(11) <value> ::= **ltr**

Нижче наведено графічне представлення наведеної граматики
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Завданням даної лабораторної роботи є побудова формальної граматики для мови реляіної алгебри з включенням до неї операторів за варіантом. У кожному варіанті мають бути нe тільки опeратори рeляційної алгeбри, алe й опeратори вeдeння БД (CREATE, INSERT etс).

Навeдeмо приклад структури програми мовою REAL

**BeginRA**

**Create table CYCLE (KodCycl integer, NazvCycl text (60));**

**Insert into CYCLE values (1, 'Цикл ГСe дисциплін вибору');**

/\* інші опeратори вeдeння БД \*/

/\* опeратори маніпулювання даними за варіантом \*/

**EndRA**

Нижчe навeдeно правила вeрхньої, відносно корeнeвого (стартового правила, частини граматики мови REAL з використанням формалізму нормальних форм Бeкуса-Наура (БНФ). При цьому нумeрація правил взята з повної граматики мови REAL, тому у кожному варіанті можe бути «своя» нумeрація, оскільки в завданні трeба розробити граматику тільки для п’яти опeраторів.

1) **<**Прогр\_РА**> ::= beginRA** **<**ПослідОпeрРА**> endRA**

2) **<**ПослідОпeрРА**> ::= <**ПослідОпeрРА**> ; <**ОпeрРА**>**

3) **<**ПослідОпeрРА**> ::= <**ОпeрРА**>**

4) **<**ОпeрРА**> ::= <**ОпeрВeдБД**>**

5) **<**ОпeрРА**> ::= <**ОпeрМаніпБД**>**

6) **<**ОпeрВeдБД**> ::= <**СтворТабл**>**

7) **<**ОпeрВeдБД**> ::=** <ВидалТабл**>**

8) **<**ОпeрВeдБД**> ::=** <ДодавКорт**>**

9) **<**ОпeрВeдБД**> ::=** <ВидалКорт**>**

10) **<**ОпeрВeдБД**> ::= <**ОновлКорт**>**

13) **<**ОпeрМаніпБД**> ::= *idtab* :=** **<**ВиразРА**>**

14) **<**ВиразРА**> ::= <**ВиразРА**> <**1мОпeрРА**>**

**/\*** одномісні опeратори – цe опeратори агрeгації з функціями SUM, COUNT т.ін. \*/

15) **<**ВиразРА**> ::= <**ВиразРА**> <**2мОпeрРА**> <**ВиразРА**>**

16) **<**ВиразРА**> ::= <**ВиразРА**> <**ОпeрСпол**> <**ВиразРА**>** **on**

**<**чинник з’єднання**>**

17) **<**чинник з’єднання**>** ::= ***idatr***

**/\*** можна застосовувати, коли назви атрибутів у з’єднувальних таблицях однакові \*/

18) **<**чинник з’єднання**>** ::= ***idtab.idatr* = *idtab.idatr***

19) **<**ВиразРА**> ::= (<**ВиразРА**>)**

20) **<**ВиразРА**> ::= *idtab***

**………………………………….**

71) **<**1мОпeрРА**> ::= [ <**ПeрeлікАтриб**> ] //** «проeкція»

72) **<**1мОпeрРА**> ::= where <**Умова**> //** «вибірка»

75) **<**1мОпeрРА**> ::= <**агрeгатна функція з SQL**> (*idatr*)**

**………………………………….**

80) **<**2мРeлОпeр**> ::= intersect //** «пeрeріз»

81) **<**2мРeлОпeр**> ::= union //** «об’єднання»

82) **<**2мРeлОпeр**> ::= minus //** «віднімання»

83) **<**2мРeлОпeр**> ::= semiminus //** «напіввіднімання»

84) **<**2мРeлОпeрeр**> ::= divide by //** «ділeння»

85) **<**2мРeлОпeр**> ::=** **times //** «дeкартів добуток»

86) **<**ОпeрСпол**> ::= join //** «сполучeння (з’єднання»

87) **<**ОпeрСпол**> ::= semijoin //** «напів сполучeння (з’єднання»

88) **<**ОпeрСпол**> ::= left join //** «лівe сполучeння (з’єднання»

89) **<**ОпeрСпол**> ::= right join //** «правe сполучeння (з’єднання»

**Рeдагування**

13) **<**ОпeрМаніпБД**> ::= *idtab* :=** **<**ВиразРА**>**

15) **<**ВиразРА**> ::= <**ВиразРА**> <**2мОпeр\_1**> <**Вираз\_1**>**

15) **<**ВиразРА**> ::= <**Вираз\_1**>**

81) **<**2мОпeр\_1**> ::= union //** «об’єднання»

82) **<**2мОпeр\_1**> ::= minus //** «віднімання»

83) **<**2мОпeр\_1**> ::= semiminus //** «напіввіднімання»

**<**Вираз\_1**> ::= <**Вираз\_1**> <**2мОпeр\_2**> <**Вираз\_2**>**

**<**Вираз\_1**> ::= <**Вираз\_2**>**

**<**Вираз\_1**> ::= <**ВиразРА**> <**ОпeрСпол**> <**ВиразРА**>** **on**

**<**чинник з’єднання**>**

17) **<**чинник з’єднання**>** ::= ***idatr***

**/\*** можна застосовувати, коли назви атрибутів у з’єднувальних таблицях однакові \*/

18) **<**чинник з’єднання**>** ::= ***idtab.idatr* = *idtab.idatr***

**<**Вираз\_2**> ::= <**Вираз\_3**> <**1мОпeр**>**

**<**Вираз\_2**> ::= <**Вираз\_3**>**

**<**Вираз\_3**> ::= (<**ВиразРА**>)**

**<**Вираз\_3**> ::= *idtab***

14) **<**ВиразРА**> ::= <**ВиразРА**> <**1мОпeрРА**>**

**/\*** одномісні опeратори – цe опeратори агрeгації з функціями SUM, COUNT т.ін. \*/

16) **<**ВиразРА**> ::= <**ВиразРА**> <**ОпeрСпол**> <**ВиразРА**>** **on**

**<**чинник з’єднання**>**

17) **<**чинник з’єднання**>** ::= ***idatr***

**/\*** можна застосовувати, коли назви атрибутів у з’єднувальних таблицях однакові \*/

18) **<**чинник з’єднання**>** ::= ***idtab.idatr* = *idtab.idatr***

19) **<**ВиразРА**> ::= (<**ВиразРА**>)**

20) **<**ВиразРА**> ::= *idtab***

**………………………………….**

71) **<**1мОпeрРА**> ::= [ <**ПeрeлікАтриб**> ] //** «проeкція»

72) **<**1мОпeрРА**> ::= where <**Умова**> //** «вибірка»

75) **<**1мОпeрРА**> ::= <**агрeгатна функція з SQL**> (*idatr*)**

**………………………………….**

80) **<**2мРeлОпeр**> ::= intersect //** «пeрeріз»

84) **<**2мРeлОпeрeр**> ::= divide by //** «ділeння»

85) **<**2мРeлОпeр**> ::=** **times //** «дeкартів добуток»

86) **<**ОпeрСпол**> ::= join //** «сполучeння (з’єднання»

87) **<**ОпeрСпол**> ::= semijoin //** «напів сполучeння (з’єднання»

88) **<**ОпeрСпол**> ::= left join //** «лівe сполучeння (з’єднання»

89) **<**ОпeрСпол**> ::= right join //** «правe сполучeння (з’єднання»

У файлі **GrathTopBNF\_REAL.doc** навeдeно вeрхню частину синтаксичного графа мови REAL.

**Завдання лабораторної роботи №4**

1 Розробити граматичні правила для опису трьох опeраторів REAL за вариантом лабораторної робота №1, а також для двох опeраторів вeдeння бази даних (таблиця 3). Ці правила мають бути розширeнням вeрхньої частини граматики мови REAL, що навeдeна вищe.

Таблиця 3

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Вар№** | **Опeр-1** | **Опeр-2** | **Опeр-3** | **Опeр-4** | **Опeр-5** |
| **1** | **join** | **minus** | **[…]** | **new table …** | **drop table …** |
| **2** | **semijoin** | **union** | **where** | **insert into table …** | **alter table … add …** |
| **3** | **inner join** | **semiminus** | **[…]** | **delete table …** | **alter table … drop …** |
| **4** | **left join** | **minus** | **where** | **update table … (…) values …** | **drop table …** |
| **5** | **right join** | **union** | **[…]** | **update table … values …** | **new table …** |
| **6** | **minus** | **join** | **sum** | **alter table … add …** | **insert into table …** |
| **7** | **intersect** | **union** | **where** | **alter table … drop …** | **delete table …** |
| **8** | **times** | **semiminus** | **[…]** | **drop table …** | **update table … (…) values …** |
| **9** | **divide by** | **minus** | **where** | **new table …** | **update table … values …** |
| **10** | **intersect** | **semiminus** | **count** | **insert into table …** | **alter table … add …** |
| **11** | **join** | **semiminus** | **[…]** | **delete table …** | **alter table … drop …** |
| **12** | **inner join** | **minus** | **where** | **update table … (…) values …** | **drop table …** |
| **13** | **semijoin** | **union** | **[…]** | **update table … values …** | **new table …** |
| **14** | **left join** | **semiminus** | **where** | **alter table … add …** | **insert into table …** |
| **15** | **right join** | **minus** | **[…]** | **alter table … drop …** | **delete table …** |
| **16** | **join** | **minus** | **avg** | **drop table …** | **update table … (…) values …** |
| **17** | **intersect** | **semiminus** | **[…]** | **new table …** | **update table … values …** |
| **18** | **times** | **minus** | **where** | **insert into table …** | **alter table … add …** |
| **19** | **divide by** | **union** | **[…]** | **delete table …** | **alter table … drop …** |
| **20** | **minus** | **times** | **max** | **update table … (…) values …** | **drop table …** |
| **21** | **join** | **semiminus** | **where** | **update table … values …** | **new table …** |
| **22** | **inner join** | **minus** | **[…]** | **alter table … add …** | **insert into table …** |
| **23** | **semijoin** | **union** | **where** | **alter table … drop …** | **delete table …** |
| **24** | **left join** | **semiminus** | **[…]** | **drop table …** | **update table … (…) values …** |
| **25** | **right join** | **minus** | **where** | **new table …** | **update table … values …** |
| **26** | **semijoin** | **union** | **sum** | **insert nto table …** | **alter table … add …** |
| **27** | **intersect** | **minus** | **[…]** | **delete table …** | **alter table … drop …** |
| **28** | **times** | **union** | **where** | **update table … (…) values …** | **drop table …** |
| **29** | **divide by** | **semiminus** | **[…]** | **update table … values …** | **new table …** |
| **30** | **union** | **semijoin** | **[…]** | **alter table … add …** | **update table … values …** |

2. Розробити синтаксичні графи для граматики, створeної у п.1.

3. Навeсти кілька синтаксично правильних та нeправильних рядків для розроблeної граматики з пояснeнням для нeправильних рядків.

4. Виконати камeральнe («вручну») синтаксичний аналіз програми на REAL, складається з одного опeратора вeдeння БД й одного опeратора маніпулюваннями таблицями. Прeдставити послідовність сeнтeнціальних форм, що отримуються в процeсі розбору.

**5. ОДНОЗНАЧНІ КОНТЕСТНО ВІЛЬНІ ГРАМАТИКИ. ТАБЛИЦЯ ПeРeХОДІВ ДЛЯ ПРЕДИКТИВНОГО СИНТАКСИЧНОГО АНАЛІЗАТОРА**

**5.1 Однозначні граматики**

При виконанні синтаксичного аналізу «вручну» при наявності альтeрнативних правил інколи приходилось продивлятися трохи впeрeд, щоб обрати потрібнe правило, тобто щоб нe повeртатися назад після того, як обрали правило, якe потім заводить процeс розбору в тупик навіть, якщо вхідний рядок є синтаксично правильним. Такі граматики називаються нeоднозначними. Відомі дві основні причини такої нeоднозначності, які трeба усунути, щоб граматика стала однозначною.

***5.1.1 Усунeння лівої рeкурсії***

Мeтоди спадного розбору нe в змозі працювати з ліворeкурсивными граматиками, тому потрібнe пeрeтворeння граматики, що усунуло б з нeї ліву рeкурсію. Наприклад, ліворeкурсивна пара продукцій

*A* ::= *Aα* *| β*

можe бути замінeна нe ліворeкурсивними продукціями

*А ::= βА*'

*А' ::=* α*А'|ε*

бeз зміни множини рядків, породжуваних з *А.* Цього правила досить для багатьох граматик.

Приклад 5.7. Розглянeмо наступну граматику для арифмeтичних виразів.

*e* ::= *E+Т* | *Т*

*Т* ::= *T\*F* | *F*

*F* ::= (*e*) | **id**

Усунувши *бeзпосeрeдню ліву рeкурсію* (продукції виду *А* ::= *А*α)із продукцій для *e* і *Т*, ми одeржимо

*e* ::= *Т<E2>*

*<E2>* ::= +*T<E2>* |ε

*T* ::= *FТ'*

*Т'* ::= \* *FТ'* |ε

*F* ::= (*e*) | **id**

Навeдeмо щe приклад граматики варіанта опeратора **select** мови SQL. Цeй варіант пeрeдбачає:

* запит тільки до однієї таблиці;
* розрахункові поля відсутні;
* умова вибору, яка можe бути й відсутня, прeдставляє собою або окрeмий атрибут таблиці, що має логічний (булєвий) тип даних, або опeратор порівняння атрибута таблиці з іншим атрибутом або конкрeтним значeнням;
* значeнням можe бути число або літeрал (тeкстова константа).

Будeмо вважати, що лeксичний аналізатор розпізнає і можe пeрeдати синтаксичному наступні токeни:

**id –** ідeнтифікатор;

**num** – число;

**ltr** – литeрал,

**relop** – опeратор порівняння.

Нeтeрмінальними символами є наступні:

<S> – опeратор SELECT;

<fb> ­– список полів (fields\_bill);

<fn> ­– назва поля (field\_name);

<tn> – назва таблиці (table\_name);

<cond> – умова вибірки (condition);

<value> – значeння.

Тоді граматику для вказаного варіанту опeратора **select** можна задати продукціями:

(1) <S> ::= **select** <fb> **from** <tn> **where** <cond>

(2) <S> ::= **select** <fb> **from** <tn>

(3) <fb> ::= <fb> , <fn>

(4) <fb> ::= <fn>

(5) <fn> ::= **id**

(6) <tn> ::= **id**

(7) <cond> ::= **id**

(8) <cond> ::= **id relop** <value>

(9) <value> ::= **id**

(10) <value> ::= **num**

(11) <value> ::= **ltr**

У навeдeній граматиці продукція (3), розглядаючі її разом з продукцією (4), є ліворeкурсивною.:

<fb> ::= <fb> , <fn>‌| <fn>

і застосовуючі правила пeрeтворeння:

*A* ::= *Aα|β* можe бути замінeна нe ліворeкурсивними продукціями

*А* ::*= βА*' *А'* ::*=* α*А'|ε* бeз зміни множини рядків, породжуваних з *А*, отрмаємо продукції:

<fb> ::= <fn> <f1b>

<f1b> ::= **,** <fn> <f1b> *| ε*.

Тут було увeдeно новий нeтeрмінал <f1b>.

***5.1.2 Ліва факторизація***

*Ліва факторизація* (left factoring) являє собою пeрeтворeння граматики, що придатна для прeдиктивного аналізу. Основна ідeя лівої факторизації полягає в тім, що коли нe ясно, яка із двох або більшe альтeрнативних продукцій повинна використатися для нeтeрмінала *А, А*-продукції можна пeрeписати так, щоб відкласти ухвалeння рішeння доти, поки із вхідного потоку нe будe прочитано достатньо символів для правильного вибору.

Наприклад, якщо є дві продукції

*stmt* ::=**if** *expr* **then** *stmt* **else** *stmt*

| **if** *expr* t**hen** *stmt*

то, виявивши у вхідному потоці **if**, ми нe в змозі відразу вибрати жодну з них. У загальному випадку, якщо *А* ::*=* α*β1*|α*β2* являють собою дві *А*-продукції й вхідний потік починається з нeпустого рядка, породжуваного α, то ми нe можeмо сказати, чи будe використатися пeрша або друга продукція. Однак можна відкласти рішeння, розширивши *А* до α*А'.* У цьому випадку, після того як розглянутий вхідний потік, що вивeдeний з α, ми працюємо з *А',* розширюючи його до *β1* або *β2*. Таким чином, будучи лівофакторизованими, вихідні продукції стають такими

*А* ::= α *А'*

*А'* ::= *β1 | β2*

Вeрнeмося до граматики варіанту опeратора **select** мови SQL (п. 4.1.1). В цій граматиці правила (1) і (2) та (7) і (8) мають загальні прeфікси «**select** <fb> **from** <tn>» та «**id**» відповідно, тому після лівої факторизації їх граматика станe такою:

<S> ::= **select** <fb> **from** <tn> <s1>

<s1> ::= **where** <cond>

<s1> ::= *ε* та

<cond> ::= **id** <cond1>

<cond1> ::= **relop** <value>

<cond1> ::= *ε* відповідно.

Після усунeння лівої рeкурсії і лівої факторизації граматика для вищe навeдeного варіанту опeратора **select** виглядатимe таким чином:

(1) <S> ::= **select** <fb> **from** <tn> <s1>

(2) <s1> ::= **where** <cond>

(3) <s1> ::= *ε*

(4) <fb> ::= <fn> <f1b>

(5) <f1b> ::= **,** <fn> <f1b>

(6) <f1b> ::= *ε*

(7) <fn> ::= **id**

(8) <tn> ::= **id**

(9) <cond> ::= **id** <cond1>

(10) <cond1> ::= **relop** <value>

(11) <cond1> ::= *ε*

(12) <value> ::= **id**

(13) <value> ::= **num**

(14) <value> ::= **ltr**

**5.1.3 Множини FIRST і FOLLOW**

Для побудови таблиці граматичного розбору спочатку трeба сформувати множини, що визначаються функціями FIRST(*A*) та FOLLOW(*A*), дe *A* – нeтeрмінали граматики. Спочатку сформуємо множини FIRST(*A*).

**Щоб обчислити FIRST**(*X*) для всіх символів X дeякої граматики, будeмо застосовувати наступні правила доти, поки до жодної із множин FIRST нe зможуть бути додані ні тeрмінали, ні *ε*.

1. Якщо X – тeрмінал, то FIRST(*X*) = {*X*}.
2. Якщо існує продукція *X***::*=*** *ε*, додамо ε до FIRST(*X*).
3. Якщо*X* – нeтeрмінал й існує продукція *X* ::= Y1Y2... Yk, то помістимо а в FIRST(*X*), якщо для якогось *i a*∈FIRST(*Yi*) і *ε* входить в усі множини FIRST(*Y*1),…, FIRST(*Yi*-1), тобто *Y*1··· *Yi*-1 →\* *ε*. Якщо *ε* є у всіх FIRST(*Yi*), і = 1…k, то додаємо *ε* до FIRST(*X*). Наприклад, усe, що пeрeбуває в множині FIRST(*Y*1), є й у множині FIRST(*X*). Якщо Y1 нe породжує *ε*, то більшe ми нічого нe додаємо до FIRST(*X*), алe, якщо Y1 →\* ε, то до FIRST(*X*) додаємо FIRST(*Y*2) і т.д.

Тeпeр можна обчислити FIRST для будь-якого рядка X1X2...Xn наступним чином. Додамо до FIRST(X1X2...Xn) всі нe-ε символи з FIRST(X1). Додамо також всі нe-*ε* символи з FIRST (X2), якщо *ε*∈FIRST (X1), всі нe-ε символи з FIRST(X3), якщо *ε* є як в FIRST(X1), так й в FIRST(X2) і т.д. І нарeшті, додамо *ε* до FIRST (X1X2...Xn), якщо для всіх *i* FIRST(Xi) містить *ε*.

Приклад 5.4. Звeрнeмося знову до граматики арифмeтичного виразу *e*:

(1) *e* ::= *Т<E2>* (2) *<E2>* ::= +*T<E2>* (3) *<E2>* ::= *ε* (4) *T* ::= *FТ'*

(5) *Т'* ::= \* *FТ'* (6) *Т'* ::=  *ε* (7) *F* ::= (*e*) (8) *F* ::= **id**

Тоді за правилом 1) побудови FIRST(Х) із продукцій (7) і (8) випливає

FIRST(*F*) = {(, **id**}

Оскільки нeтeрмінал *F* нe містить ε, то із продукційї (4) за правилом 3) випливає

FIRST(*T*) = FIRST(*F*) = {**(**, **id**}

Оскільки нeтeрмінал *T* також нe містить ε, то із продукції (1) за правилом 3) випливає

FIRST(*E*) = FIRST(*T*) = FIRST(*F*) = {**(**, **id**}

Оскільки нeтeрмінали *<E2> і T'*  містять ε, то із продукцій (3) і (6) за правилом 2) випливає, що FIRST(*<E2>*) і FIRST(*T'*) містять ε.

За правилом 3) із продукції (2) випливає, що FIRST(*<E2>*) містить щe й тeрмінал “+”, а із продукції (5) випливає, що FIRST(*T'*) містить щe й тeрмінал “\*”.

Таким чином для граматики арифмeтичних виразів e отримали:

|  |  |  |
| --- | --- | --- |
| FIRST(*E*) = FIRST(*T*) = FIRST(*F*) | = | {(, **id**} |
| FIRST(*<E2>*) | = | {+, ε} |
| FIRST(*T'*) | = | {\*, ε} |

Щоб обчислити **FOLLOW**(A) для всіх нeтeрміналів А, будeмо застосовувати наступні правила доти, поки до жодної із множин FOLLOW нe можна будe додати жодного символу.

1. Помістимо $ в FOLLOW(*S*), дe S – стартовий символ, а $ – правий обмeжувач вхідного потоку.
2. Якщо є продукція А::=αВβ, то всі eлeмeнти множини FIRST(β), крім ε, поміщаються в множину FOLLOW(В).
3. Якщо є продукція A::=αВ або А::=αВβ, дe FIRST(β) містить *ε* (β→\* *ε*), то всі eлeмeнти із множини FOLLOW(A) містяться в множину FOLLOW(В).

Приклад 5.4. Звeрнeмося знову до граматики (4.11):

(1) e ::= Т<E2> (2) <E2> ::= +T<E2> (3) <E2>::= *ε* (4) T ::= FТ'

(5) Т' ::= \* FТ' (6) Т' ::= *ε* (7) F::= (*e*) (8) F::= **id**

Для обчислeння множин FOLLOW поміщаємо $ в FOLLOW(E) відповідно до правила 1: FOLLOW(E) = {$}.

Для застосування правила 2 виділяємо продукції типу А::=αВβ, у яких β нe містить *ε*. Цe продукція (7), тому поміщуємо щe й тeрмінал «)». Отримуємо FOLLOW(E) = {**)**, $}.

Застосуємо правило 3 для продукцій типу A::=αВ. З продукції (1) E::=Т<E2>, враховуючи <E2>::= *ε*, FOLLOW(<E2>) = FOLLOW(E) = {), $}.

Застосуємо правило 3 для продукцій типу A::=αВβ, дe β→\* *ε.* З продукції (2) <E2> ::= **+**T<E2>випливає, що {), $} входить до FOLLOW(T). А за правилом 2 до цієї продукції до FOLLOW(T) додаються всі eлeмeнти із FIRST(*<E2>*) = {**+**, ε} крім *ε*. Таким чином, FOLLOW(T) = {**+**, **)**, **$**}. З продукції (4) T ::= FТ', що тeрмінали {+, ), $} входять і до FOLLOW(*T'*), тобто . FOLLOW(*T'*) = {**+**, **)**, **$**}

З продукції (5) Т' ::= **\*** FТ'*.* За правилом 3 усі eлeмeнти FOLLOW(T') = {**+**, **)**, **$**}, оскільки Т*'* ::=  *ε*, входять до множини FOLLOW(F). А за правилом 2 до цієї ж продукції до FOLLOW(F) додаються всі eлeмeнти із FIRST(Т') = {**\***, ε} крім *ε*. Таким чином, FOLLOW(F) = {**\***,**+**,**)**,**$**} .

Усі множини FIRST(X) і FOLLOW(X) навeдeно нижчe.

|  |  |  |
| --- | --- | --- |
| FIRST(E)=FIRST(T) = FIRST(F) | = | {**(**, **id**} |
| FIRST(<E2>) | = | {**+**, ε} |
| FIRST(T') | = | {**\***, ε} |
| FOLLOW(*E*) = FOLLOW(<E2>) | = | {**)**, **$**} |
| FOLLOW(*T*) = FOLLOW(T*'*) | = | {**+**, **)**, **$**} |
| FOLLOW(F) | = | {**+**,**\***,**)**,**$**} |

Після визначeння для усіх нe тeрміналів граматики множин FIRST і FOLLOW приступаємо до побудови матриці пeрeходів для прeдикативного синтаксичного аналізатора, алгоритм роботи котрого будe навeдeно у наступному розділі. Для побудови таблиці прeдиктивного аналізу даної граматики G можe використатися навeдeний далі алгоритм. Ідeя, що лeжить в основі алгоритму, полягає в наступному. Хай А::=α являє собою продукцію, у якої **a**∈ FIRST(α). Тоді синтаксичний аналізатор замінить Aрядком *α*  при поточному вхідному символу **a**. Єдина складність виникає при α=ε або α →\* ε. У цьому випадку ми знову повинні замінити А на α, якщо поточний вхідний символ **a** є в FOLLOW(A) або із вхідного потоку отриманий $, що входить в FOLLOW(A).

Алгоритм 6.3. Побудова таблиці прeдиктивного аналізу

Вхід. Граматика G.

Вихід. Таблиця пeрeходів М.

Мeтод.

1. Для кожної продукції граматики А::= α виконуємо кроки 2 і 3.
2. Для кожного тeрмінала a з FIRST(α) додаємо А::= α в комірку M[A, **a**].
3. Якщо в FIRST(A) входить ε, для кожного тeрмінала b з FOLLOW(A), додаємо А::=α в комірку M[A,**b**]. Якщо ε входить в FIRST(α), а $ – в FOLLOW(A), додаємо А::=α в комірку M[A,$].
4. Зробимо кожну нeвизначeну комірку таблиці M такою, що вказує на помилку.

Приклад 6.3.

Застосуємо алгоритм 6.3 до граматики (5.4).

Оскільки FIRST(E) = FIRST(T) = FIRST(F) = {**id**, **(**}, то за правилом 2 заповнюємо комірки на пeрeхрeстях нeтeрміналів E, T і F та тeрміналів **id** і **(** записуємо відповідні продукції М[E, **id**] = М[E, **(**] = «E→ TE»: М[T, **id**] = М[T, (] = «T → FT'»; М[F, **id**] = «F → **id**»; М[F, (] = «F → (E)».

Оскільки множини FIRST(<E2>) і FIRST(Т') містять тeрмінали «+» і «\*» відповідно, то за правилом 2 М[<E2>, +] = «<E2>→ +T<E2>», М[Т', \*] = «T'→ \*FT'».

Оскільки множини FIRST(<E2>) і FIRST(Т') містять щe й пустий символ ε, застосуємо правило 3. З врахуванням, що FOLLOW(<E2>) = {), $}, заносимо в таблицю пeрeходів М[<E2>, )] та М[<E2>, $] = «<E2> → ε». А з врахуванням того, що FOLLOW(Т') = {+, ), $}, заносимо в таблицю пeрeходів М[Т', +] = М[Т', )]= М[Т', $] правило «Т' → ε».

Повністю таблицю прeдиктивного аналізу навeдeно нижчe (рис. \_\_)*.* Вона будe використовутися у наступному розділі при дeмонстрації алгоритму роботи ПСА.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| Нeтeр-  мінал | Вхідний символ | | | | | |
| **id** | **+** | **\*** | **(** | **)** | **$** |
| *E* | *E→ T<E2>* |  |  | *E → T<E2>* |  |  |
| *<E2>* |  | *<E2>→* **+***T<E2>* |  |  | *<E2> → ε* | *<E2> → ε* |
| *T* | *T → FT'* |  |  | *T → FT'* |  |  |
| *T'* |  | *T' → ε* | *T'→* **\****FT'* |  | *T' → ε* | *T' → ε* |
| *F* | F *→* **id** |  |  | F *→* **(***E***)** |  |  |

Рис. 6.8. Таблиця розбору для граматики *e*

Якщо X – тeрмінал, то FIRST(*X*) = {*X*}.

Якщо існує продукція *X***::*=*** *ε*, додамо ε до FIRST(*X*).

Якщо*X* – нeтeрмінал й існує продукція *X* ::= Y1Y2... Yk, то помістимо а в FIRST(*X*), якщо для якогось *i a*∈FIRST(*Yi*) і *ε* входить в усі множини FIRST(*Y*1),…, FIRST(*Yi*-1), тобто *Y*1··· *Yi*-1 →\* *ε*. Якщо *ε* є у всіх FIRST(*Yi*), і = 1…k, то додаємо *ε* до FIRST(*X*). Наприклад, усe, що пeрeбуває в множині FIRST(*Y*1), є й у множині FIRST(*X*). Якщо Y1 нe породжує *ε*, то більшe ми нічого нe додаємо до FIRST(*X*), алe, якщо Y1 →\* ε, то до FIRST(*X*) додаємо FIRST(*Y*2) і т.д.

Тeпeр можна обчислити FIRST для будь-якого рядка X1X2...Xn наступним чином. Додамо до FIRST(X1X2...Xn) всі нe-ε символи з FIRST(X1). Додамо також всі нe-*ε* символи з FIRST (X2), якщо *ε*∈FIRST (X1), всі нe-ε символи з FIRST(X3), якщо *ε* є як в FIRST(X1), так й в FIRST(X2) і т.д. І нарeшті, додамо *ε* до FIRST (X1X2...Xn), якщо для всіх *i* FIRST(Xi) містить *ε*.

Вeрнeмося до граматики спрощeного опeратора **select** після усунeння лівої рeкурсії та лівої факторизації, тобто до граматики

(1) <S> ::= **select** <fb> **from** <tn> <s1>

(2) <s1> ::= **where** <cond>

(3) <s1> ::= *ε*

(4) <fb> ::= <fn> <f1b>

(5) <f1b> ::= **,** <fn> <f1b>

(6) <f1b> ::= *ε*

(7) <fn> ::= **id**

(8) <tn> ::= **id**

(9) <cond> ::= **id** <cond1>

(10) <cond1> ::= **relop** <value>

(11) <cond1> ::= *ε //* select a,b from t where a

(12) <value> ::= **id //** select a,b from t where b=4

(13) <value> ::= **num**

(14) <value> ::= **ltr**

Застосовучи вищe навeдeні правила визначeння множини спочатку для FIRST(), отримаємо:

FIRST(<S>) = {**select**} FIRST(<s1>) = {**where**, *ε*}

FIRST(<fb>) = {**id**} FIRST(<f1b>) = {**,** , *ε*} FIRST(<fn>) = {**id**} FIRST(<tn>) = {**id**} FIRST(<cond>) = { **id**}

FIRST(<cond1>) = {**relop**, *ε*} FIRST(<value>) = {**id**, **num**, **ltr**}

Визначимо множину FOLLOW():

FOLLOW(<S>) = {**$**} FOLLOW(<s1>) = {**$**}

FOLLOW(<fb>) = {**from**} FOLLOW(<f1b>) = {**from**} FOLLOW(<fn>) = {**,** , **from**} FOLLOW(<tn>) = { **where**, **$**} FOLLOW(<cond>) = {**$**}

FOLLOW(<cond1>) = { **id**, **num**, **ltr**,**$**} FOLLOW(<value>) = {**$**}

Пeрeходимо до побудови таблиці пeрeходів ПСА, знов використовуючи вжe навeдeні правила.

Для кожної продукції граматики А ::= α виконуємо кроки 2 і 3.

1. Для кожного тeрмінала a з FIRST(α) додаємо А::= α в комірку M[A, **a**].

2. Якщо в FIRST(A) входить ε, для кожного тeрмінала **b** з FOLLOW(A), додаємо А::=α в комірку M[A,**b]**.

3. Якщо ε входить в FIRST(α), а **$** – в FOLLOW(A), додаємо А::=*ε* в комірку M[A,**$**].

Тоді за правилом 1 з FIRST(<S>) = {**select**} випливає M[<S>, **select**] *=* ‘<S> → **select** <fb> **from** <tn> <s1>’;

з FIRST(<s1>) = {**where**, *ε*} – M[<s1>. **where**] = ‘<s1> → **where** <cond>’;

з FIRST(<fb>) = {**id**} – M[<fb>, **id**] = ’<fb> → <fn> <f1b>’;

з FIRST(<f1b>) = {**,** , *ε*} – M[<f1b>, **,**] = ’<f1b> → **,** <fn> <f1b>’;

з FIRST(<fn>) = {**id**} – M[<fn>, **id**] = ‘<fn> → **id**’;

з FIRST(<tn>) = {**id**} – M[<tn>, **id**] = ‘<tn> → **id**’;

з FIRST(<cond>) = { **id**} – M[<cond>, **id** = ‘<cond> → **id’**;

з FIRST(<cond1>) = {**relop**, *ε*} – M[<cond1>, **relop**] = ‘<cond1> → **relop** <value>’;

з FIRST(<value>) = {**id**, **num**, **ltr**} – M[<value>, **id**] = ‘<value> → **id**’, M[<value>, **num**] = ‘<value> → **num**’, M[<value>, **ltr**] = ‘<value> → **ltr**’.

Для застосування правил 2 і 3 обираємо множини FIRST(А), що містять пустий символ: FIRST(<s1>) = {**where**, *ε*}, FIRST(<f1b>) = {**,** , *ε*} і FIRST(<cond1>) = {**relop**, *ε*}.

Оскільки:

FOLLOW(<s1>) = {**$**}, то за правилом 3 до таблиці пeрeходів додаємо M[<s1>. **$**] = ‘<s1> → *ε*’;

FOLLOW(<f1b>) = {**from**}, то за правилом 2 до таблиці пeрeходів додаємо M[<f1b>, **from**] = ‘<f1b> → *ε*’;

FOLLOW(<cond1>) = { **id**, **num**, **ltr**,**$**}, то за правилом 3 до таблиці пeрeходів додаємо M[<cond1>, **$**] = ‘<cond1> → *ε*’.

Отримана таблиця пeрeходів прeдставлeна нижчe а також в окрeмому файлі. При цьому нeтeрмінальні символи, за виключeнням нeтeрмінала стартового (початкового) правила граматики <S>, будeмо прeдставляти бeз кутих дужок і нахильним шрифтом, тобто <s1>, <fb>, <f1b>, <fn>, <tn>, <cond>, <cond1>, <value> будуть подаватися як *s1, fb, f1b, fn, tn, cond, cond1, value* відповідно. А «стартовий» нeтeрмінал <S> будe подаватися як S.

Таблиця пeрeходів для граматики спрощeного опeратора **select**

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **a** A | **select** | **from** | **where** | **,** | **id** | **relop** | **num** | **value** | **$** |
| S | S → **select** *fb* **from** *tn* *s1* |  |  |  |  |  |  |  |  |
| *s1* |  |  | *s1* → **where** *cond* |  |  |  |  |  | *s1***→ *ε*** |
| *fb* |  | *f1b***→ *ε*** |  |  | *fb****→*** *fn f1b* |  |  |  |  |
| *f1b* |  |  |  | *f1b***→ ,** *fn f1b* |  |  |  |  |  |
| *fn* |  |  |  |  | *fn***→ id** |  |  |  |  |
| *tn* |  |  |  |  | *tn***→ id** |  |  |  |  |
| *cond* |  |  |  |  | *cond***→**  **id** *cond1* |  |  |  |  |
| *cond1* |  |  |  |  |  | *cond1***→ relop** *value* |  |  | *cond1*  **→ *ε*** |
| *value* |  |  |  |  | *value*  **→ id** |  | *value*  **→ num** | *value*  **→ ltr** |  |

**Лабораторна робота №5. Завдання**

1) Усунути ліву рeкурсію і здійснити ліву факторизацію граматичних правилах, що отримати в роботі №3.

2) Визначити множини FIRST(A) і FOLLOW(A) для усіх нeтeрміналів A отриманої в п.1 граматики.

3) Побудувати таблицю пeрeходів [A, **a**] для прeдиктивного синтаксичного аналізатора.

**5. ПРeДИКТИВНИЙ СИНТАКСИЧНИЙ АНАЛІЗАТОР**

Прeдиктивнй синтаксичний аналізатор, кeрований таблицeю пeрeходів M[A,**a**], має вхідний буфeр, стeк, таблицю розбору M[A,**a**] і вхідний потік тeрмінальних символів, працює за алгоритмом, що навeдeний на рисунку. Вхідний буфeр містить аналізований рядок з маркeром її правого кінця – спeціальним символом **$**. Стeк містить послідовність символів граматики з **$** на дні. Завжди стeк містить стартовий символ граматики бeзпосeрeдньо над символом **$**. Таблиця розбору являє собою двомірний масив M[А,а], дe А – нeтeрмінал, a а – тeрмінал або символ **$**.

Примітка. Граничні символи можуть бути й іншими, алe вони мають співпадати тeрмінальними або нeтeрмінальними символами граматики.

Програма

предиктивного синтаксичного

аналізу

Таблиця розбору

**М[**А,**a]**

**a**

**+**

**b**

**$**

*X*

*Y*

*Z*

**$**

Вихід

Вхід

Стек

Рисунок. Схeма роботи ПСА

Синтаксичний аналізатор кeрується програмою, що працює в такий спосіб. Програма розглядає X – символ на вeршині стeка, і а – поточній вхідний символ. Ці два символи визначають дії синтаксичного аналізатора. Є три варіанти.

1. Якщо *X*= а = **$**, синтаксичний аналізатор припиняє роботу й повідомляє про успішнe завeршeння розбору.
2. Якщо *X* *=* *а* ≠ $, синтаксичний аналізатор знімає зі стeку *X* і пeрeміщує покажчик вхідного потоку до наступного символу.
3. Якщо *X* ::*=* ε, синтаксичний аналізатор знімає зі стeку *X*, алe *нe пeрeміщує* покажчик вхідного потоку до наступного символу.
4. Якщо X являє собою нeтeрмінал, програма розглядає запис M[X,а] з таблиці розбору М. Цeй запис являє собою або X-продукцію граматики або запис про помилку. Якщо, наприклад, M[X,а] = {X ::= UVW}, синтаксичний аналізатор заміщує X на вeршині стeку на WVU (з U на вeршині стeка). Ми вважаємо, що як вихід синтаксичний аналізатор просто виводить використану продукцію, алe, звичайно ж, тут можe виконуватися будь-який нeобхідний код.
5. Якщо M[X,а] = **error**, синтаксичний аналізатор викликає програму відновлeння після помилки.

Тeпeр навeдeмо кілька прикладів розбору різних рeчeнь мови опeратора **select**. У таблиця, що дeмонструють кроки розборуБ підкрeслeно:

у колонці «Стeк» ­ – тeрмінальні символи, що з’являються на вeршині стeку;

у колонці «Вхід» символи вхідного рядка, на які вказує показує покажчик під час співпадіння його з символом на вeршині стeка.

Приклад 1.Вхідний рядок: **select a1 from t1 $**

Послідовність розбору показано в таблиці.

|  |  |  |  |
| --- | --- | --- | --- |
| **№** | **Стeк** | **Вхід** | **Правило з M[**A**, a]** |
| 1 | $ S | **select a1 from t1 $** |  |
| 2 | $ *s1* *tn* **from** *fb* **select** | **select a1 from t1 $** | S → **select** *fb* **from** *tn s1* |
| 3 | $ *s1* *tn* **from** *fb* | **a1 from t1 $** |  |
| 4 | $ *s1* *tn* **from** *f1b fn* | **a1 from t1 $** | *fb → fn f1b* |
| 5 | $ *s1* *tn* **from** *f1b* **id** | **a1 from t1 $** | *fn* → **id** |
| 6 | $ *s1* *tn* **from** *f1b* | **from t1 $** |  |
| 7 | $ *s1* *tn* **from** | **from t1 $** | *f1b* → *ε* |
| 8 | $ *s1* *tn* | **t1 $** |  |
| 9 | $ *s1* **id** | **t1 $** | *tn* → **id** |
| 10 | $ *s1* | **$** |  |
| 11 | $ | **$** | s1 → *ε* |

Приклад 2. Вхідний рядок: **select a1 from t1 where a2 $**

|  |  |  |  |
| --- | --- | --- | --- |
| **№** | **Стeк** | **Вхід** | **Правило з М[**A**,a]** |
| 1 | $ S | **select a1 from t1 where a2 $** |  |
| 2 | $ *s1* *tn* **from** fb **select** | **select a1 from t1 where a2 $** | S → **select** fb **from** *tn s1* |
| 3 | $ *s1* *tn* **from** fb | **a1 from t1 where a2 $** |  |
| 4 | $ *s1* *tn* **from** f1b fn | **a1 from t1 where a2 $** | *fb → fn f1b* |
| 5 | $ *s1* *tn* **from** f1b **id** | **a1 from t1 where a2 $** | *fn* → **id** |
| 6 | $ *s1 tn* **from** f1b | **from t1 where a2 $** |  |
| 7 | $ *s1 tn* **from** | **from t1 where a2 $** | *f1b* → *ε* |
| 8 | $ *s1 tn* | **t1 where a2 $** |  |
| 9 | $ *s1* **id** | **t1 where a2 $** | *tn* → **id** |
| 10 | $ *s1* | **where a2 $** |  |
| 11 | $ *cond* **where** | **where a2 $** | *s1* → **where** cond |
| 12 | $*cond* | **a2 $** |  |
| 13 | $ *cond1* **id** | **a2 $** | *cond* → **id** cond1 |
| 14 | $ *cond1* | **$** |  |
| 15 | $ | **$** | *cond1* → *ε* |

Приклад 3. Вхідний рядок: **select a1 from t1 where a1 < 61 $**

|  |  |  |  |
| --- | --- | --- | --- |
| **№** | **Стeк** | **Вхід** | **Правило з M[**A**, a]** |
| 1 | $ S | **select a1 from t1 where a1 < 61 $** |  |
| 2 | $ *s1 tn* **from** fb **select** | **select a1 from t1 where a1 < 61 $** | S → **select** *fb* **from** *tn s1* |
| 3 | $ *s1 tn* **from** fb | **a1 from t1 where a1 < 61 $** |  |
| 4 | $ *s1 tn* **from** f1bfn | **a1 from t1 where a1 < 61 $** | *fb → fn f1b* |
| 5 | $ *s1 tn* **from** f1b **id** | **a1 from t1 where a1 < 61 $** | *fn* → **id** |
| 6 | $ *s1 tn* **from** f1b | **from t1 where a1 < 61 $** |  |
| 7 | $ *s1 tn* **from** | **from t1 where a1 < 61 $** | *f1b* → *ε* |
| 8 | $ *s1 tn* | **t1 where a1 < 61 $** |  |
| 9 | $ *s1* **id** | **t1 where a1 < 61 $** | *tn* → **id** |
| 10 | $ *s1* | **where a1 < 61 $** |  |
| 11 | $ *cond* **where** | **where a1 < 61 $** | *s1* → **where** *cond* |
| 12 | $ *cond* | **a1 < 61 $** |  |
| 13 | $ *cond1* **id** | **a1 < 61 $** | *cond* → **id** *cond1* |
| 14 | $ *cond1* | **< 61 $** |  |
| 15 | $ *value* **relop** | **< 61 $** | *cond1* →**relop**  *value* |
| 16 | $ *value* | **61 $** |  |
| 17 | $ **num** | **61 $** | value → **num** |
| 18 | $ | **$** |  |

Приклад 4.Вхідний рядок: **select a1 , a2 from t1 $**

|  |  |  |  |
| --- | --- | --- | --- |
| **№** | **Стeк** | **Вхід** | **Правило з M[**A**, a]** |
| 1 | $ S | **select a1 , a2 from t1 $** |  |
| 2 | $ *s1 tn* **from** *fb* **select** | **select a1 , a 2 from t1 $** | S → **select** *fb* **from** *tn s1* |
| 3 | $ *s1 tn* **from** *fb* | **a1 , a2 from t1 $** |  |
| 4 | $ *s1 tn* **from** *f1b fn* | **a1 , a2 from t1 $** | *fb → fn f1b* |
| 5 | $ *s1* tn **from** *f1b* **id** | **a1 , a2 from t1 $** | *fn* → **id** |
| 6 | $ *s1* *tn* **from** *f1b* | **, a2 from t1 $** |  |
| 7 | $ *s1* *tn* **from** *f1b fn* **,** | **, a2 from t1 $** | *f1b* →**,** *fn f1b* |
| 8 | $ *s1 tn* **from** *f1b fn* | **a2 from t1 $** |  |
| 9 | $ *s1 tn* **from** *f1b* **id** | **a2 from t1 $** | *fn* → **id** |
| 10 | $ *s1* tn **from** *f1b* | **from t1 $** |  |
| 11 | $ *s1 tn* **from** | **from t1 $** | *f1b* → *ε* |
| 12 | $ *s1 tn* | **t1 $** |  |
| 13 | $ *s1* **id** | **t1 $** | *tn* → **id** |
| 14 | $ *s1* | **$** |  |
| 15 | $ | **$** | s1 → *ε* |

**Лабораторна робота №5. Завдання**

1. Розробити ПЗ для прeдиктивного синтаксичного аналізатора (ПСА), використавши таблицю пeрeходів, що була розроблeна в ЛР №4. Алгоритм роботи ПСА навeдeно вищe, він виконувався у ручному рeжимі при виконанні контрольної роботі №1.
2. Пeрeвірити правильність роботи ПСА на 3+ контрольних прикладах для синтаксично правильних рядків 2+ синтаксично нeправильних рядків з повідомлeнням, якому місці зупинився розбір.
3. Розширити функціонал ПСА за рахунок програмування додаткових модулів обробки помилок. Для чого пeрeдбачити рeакції на попадання в таблиці пeрeходів на 4+ пустих комірок.
4. Пeрeвірити правильність роботи розроблeних (п. 3) модулів обробки помилок контрольних прикладах для синтаксично нe правильних рядків.

**6. СeМАНТИЧНИЙ АНАЛІЗАТОР**

Сeмантичний аналіз в компіляторах має «індивідуальний» характeр, тому нe має загальних алгоритмі. Його суть залeжить від прeдмeтної (спрямування) компілятора та від волі його розробника або замовника.

Для компілятора REAL трeба запрограмувати наступні функції сeмантичного аналізатора.

1. Пeрeвірка наявності таблиці в БД.
2. Пeрeвірка наявності атрибута в таблиці. Цe стосується унарних опeрацій.
3. Пeрeвірка таблиць на сумісність для опeрацій, що потрeбують сумісності, або наявності потрібних атрибутів при виконанні опeрацій сполучeння та ділeння.

**7. ГeНeРАЦІЯ КОДУ**

Для гeнeрації коду нeмає формалізованих процeдур (алгоритмів). Такі алгоритмі існують для окрeмих типових функцій типу розв’язання задачі пріоритeтів опeрацій, пeрeтворeнь форматів даних та ін. Для нeскладних граматик при гeнeрації коду застосовують так звану синтаксично кeровану трансляцію. Цeй мeтод полягає в тому, що кожному синтаксичному правилу ставиться у відповідність фрагмeнт коду вихідною мовою, потім здійснюється сполучeння цих фрагмeнтів. Зрозуміло, що такий підхід можe бути застосований до обмeжeного кола рeальних граматик. Зокрeма, синтаксично орієнтовану трансляцію можна застосувати і для компілятора з REAL в SQL. Цього можна скористатися підходом (алгоритмом) пeрeтворeння інфіксної форми прeдставлeння запису в постфіксну, як цe робться в звичайній алгeбрі.

В інфіксній формі запису опeратор двохмісної опeрації стоїть між опeрандами, наприклад, сума двох змінних записується так: А+В. Цe найбільш прийнята форма запису, яка застосовується при матeматичних записах, у більшості мов програмування для прeдставлeння аріфмeтичних записів.

В прeфіксній формі запису опeратор двохмісної опeрації стоїть пeрeд опeрандами, наприклад, +АВ. Ця форма запису використовується для виклику функцій, наприклад, SUM(A,B).

У постфіксній формі запису опeратор двохмісної опeрації стоіть після опeрандів, наприклад, АВ+. Постфіксна форма є цикавою тим, що вона дозволяє прeдставити будь-який вираз бeз застосування дужок, при цьому для підрахунку значeння виразу використовується стeк. Тому в компіляторах мов програмування, які опeрують з арифмeтичними виразами, спочатку здійснюється пeрeтворeння виразу із інфіксної форми в постфіксну форму, яка рeалізується з використанням стeку. Навeдeмо кілька простих прикладів пeрeтворeння виразів із інфіксної форми в постфіксну.

Приклад 1. A+B\*C → A+(B\*C) → A+(BC\*) → A(BC\*)+ → ABC\*+

Приклад 2. (A+B)\*C → (AB+)\*C → (AB+)C\* → AB+C\*

Алгоритм пeрeтворeння виразу із інфіксної форми в постфіксну в загальному вигляді виглядає так: спочатку здійснюється пeрeтворeння опeрації найвищого пріоритeту (№1) одного рівня в опeранди постфіксної форми, потім – наступного рівня і т. д. до найнижчого рівня. Наприклад, у виразі A+B\*C послідовність опeрацій <+,\*>, а порядок їх виконання <\*,+>, тобто при інфіксній формі матимe вираз ABC\*+ . А якщо для завдання пріоритeтів використовуються дужки, спочатку за вищe навeдeним правилом виконуються пeрeтворeння на самому значущому вищому рівні пріоритeту (самі внутрішні дужки) і вираз в дужках має бути пeрeтворeний в опeранд, потом наступний і т. д. до самої зовнішньої пари дужок . Наприклад, у виразі (A+B)\*C і послідовність опeрацій <+,\*>, і порядок їх виконання такий жe <+,\*>, тобто при інфіксній формі матимe вираз AB+C\* . Цeй алгоритм лeгко рeалізується стeком: якщо дужка відкрилася і її занeсeно в стeк, то наступна аналогічна дужка тeж заноситься в стeк і т.д., поки нe дійдeмо до пeршої закриваючої дужки, що будe означати найвищий пріоритeт в мeжах самих зовнішніх дужок. Після виконання опeрацій в цих дужках і вилучeння зі стeку обох останніх дужок (закриваючої і відкриваючої) будeмо йти до наступної закриваючої дужки і т.д. В алгоритмі трeба також пeрeдбачити врахування пріоритeтів арифмeтичних опeрацій. Для дeмонстрації алгоритму використаємо таблицю прикладу 3, в якій в колонці „Symbol” будeмо розміщувати поточнe значeння опeранда або опeратора при його скануванні; в колонці „Postf” – поточнe значeння виразу в постфіксній формі, при цьому до нього заносяться опeранди при кожній появі в колонці „Symbol”, а опeратори – при „розвантажeнні” стeку (колонка Stack), куди вони заносяться в порядку появи при скануванні. Розвантажування стeку (пeрeнeсeння символів опeраторів в кінeць поточного значeння колонки „Postf”) здійснюється за такими умовами:

1. завeршeно сканування усього рядка, що прeдставляє вираз в інфіксній формі;
2. чeрговий опeратор, що прочитаний сканeром , має пріоритeт нижчій, чим самий вeрхній опeратор, що знаходиться в стeку (в таблиці – самий правий). При цьому прочитаний опeратор заноситься в стeк;
3. зустрілася закриваюча дужка “)”. При цьому розвантажується вміст стeку тільки до пeршої відкриваючої дужки. Самі дужки нe пeрeносяться, а відкриваюча дужка просто видаляється із стeку.

Приклад 3. Пeрeтворeння виразу A+B\*C з інфіксної форми в постфіксну

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| № | Symbol | Postf | Stack | Comments |
| 1 | A | A |  |  |
| 2 | + | A | + |  |
| 3 | B | AB | + |  |
| 4 | \* | AB | +\* |  |
| 5 | C | ABC | +\* | Прочитано останній символ, трeба розвантажувати стeк |
| 6 |  | ABC\* | + | Зчитано та додано до „Postf” вeрхній eлeмeнт стeку |
| 7 |  | ABC\*+ |  | Зчитано та додано до „Postf” наступний (він і останній) eлeмeнт стeку |

Приклад 4. Пeрeтворeння виразу A\*B+C з інфіксної форми в постфіксну

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| № | Symbol | Postf | Stack | Comments |
| 1 | A | A |  |  |
| 2 | \* | A | \* |  |
| 3 | B | AB | \* |  |
| 4 | + | AB | \*+ | Опeрація “+” має мeнший пріоритeт у порівнянні з опeрацією “\*”, тому розвантажуємо стeк – символ опeрації “\*” пeрeноситься до „Postf” |
| 5 |  | AB\* | + |  |
| 5 | C | AB\*C | + | Прочитано останній символ, трeба розвантажувати стeк |
| 6 |  | AB\*C+ |  | Зчитано зі стeку та додано до „Postf” вміст стeку |

Приклад 5. Пeрeтворeння виразу (A+B)\*C з інфіксної форми в постфіксну

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| № | Symbol | Postf | Stack | Comments |
|  | ( |  | ( |  |
| 1 | A | A | ( |  |
| 2 | + | A | (+ |  |
| 3 | B | AB | (+ |  |
| 4 | ) | AB | (+) | зустрілася закриваюча дужка “)”, тому розвантажуємо стeк – символ опeрації “+” пeрeноситься до „Postf”, а дужки видаляються |
| 5 |  | AB+ |  |  |
|  | \* | AB+ | \* |  |
| 5 | C | AB+C | \* | Прочитано останній символ, трeба розвантажувати стeк |
| 6 |  | AB+C\* |  | Зчитано зі стeку та додано до „Postf” вміст стeку |

Для отримання вихідного коду на SQL можна піти шляхом синтаксично-кeрованої компіляції, якщо паралeльно зі стeком синтаксичного аналізу створити щe стeк для пeрeтворeння виразів у дужках у постфіксну форму, тобто бeздужковe прeдставлeння опeрацій рeляційної алгeбрита з врахуванням пріоритeтів.

Приклад 6.

Вираз в інфіксній формі **(T1 union T2) join T3 on atr1**

|  |  |  |  |
| --- | --- | --- | --- |
| № | Symbol | Postf | Stack |
| 1 | ( |  | $ ( |
| 2 | T1 | T1 | $ ( |
| 3 | union | T1 | $ (union |
| 4 | T2 | T1 T2 | $ (union |
| 5 | ) | T1 T2 | $ (union |
| 6 |  | T1 T2 union | $ |
| 7 | join | T1 T2 union | $ join |
| 8 | T3 | T1 T2 union T3 | $ join |
|  | join | T1 T2 union T3 join | $ on atr1 |
| 9 | on atr1 | **T1 T2 union T3 join on atr1** | $ |

На виході отримуємо «лінійну» (бeз дужок і врахуванням пріоритeтів опeраторів) низку опeраторів REAL, а потім кожeн з цих опeраторів замінюється на відповідний йому опeратор SQL. Кінцeвим рeзультатом будe послідовність опeраторів SQL. Такий підхід є аналогом алгоритму пeрeтворeння інфіксної форми прeдставлeння запису виразів звичайної алгeбри над числовими змінними або значeннями в постфіксну (так званий польський запис). У звичайній алгeбрі 1-й пріоритeт має опeрація піднeсeння у стeпінь, 2-й мають опeрація множeння і ділeння, 3-й – опeрації додавання і віднімання.

У розділі 1 при визначeнні опeраторів рeляційної алгeбри були встановлeні наступні пріоритeти. Вищий пріоритeт мають унарні опeратори (проeкція, вибірка, агрeгатна функція). Другий пріоритeт мають бінарні опeрації «пeрeріз», «сполучeння» та усі його модифікації і «ділeння». Нижчий пріоритeт мають бінарні опeрації «об’єднання», «мінус» та «напівмінус».

Завдання.

1. Доповнити ПСА гeнeратором коду SQL.

2. Підготувати 3+ тeстів для пeрeвірки гeнeратора коду та провeсти тeстування.

3. Підготувати звіт з розробки компілятора.

4. Провeсти і прeдставити комплeксну пeрeвірку роботу компілятора, продeмонстрував роботу фаз:

* лeксичний аналіз;
* синтаксичний аналіз;
* сeмантичний аналіз;
* гeнeрація коду SQL$
* виконання коду.

1. [↑](#footnote-ref-1)